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Abstract. Near-infrared spectroscopy �NIRS� is a method for noninva-
sive estimation of cerebral hemodynamic changes. Principal compo-
nent analysis �PCA� and independent component analysis �ICA� can
be used for decomposing a set of signals to underlying components.
Our objective is to determine whether PCA or ICA is more efficient in
identifying and removing scalp blood flow interference from multi-
channel NIRS signals. Concentration changes of oxygenated �HbO2�
and deoxygenated �HbR� hemoglobin are measured on the forehead
with multichannel NIRS during hyper- and hypocapnia. PCA and ICA
are used separately to identify and remove signal contribution from
extracerebral tissue, and the resulting estimates of cerebral responses
are compared to the expected cerebral responses. Both methods were
able to reduce extracerebral contribution to the signals, but PCA typi-
cally performs equal to or better than ICA. The improvement in 3-cm
signal quality achieved with both methods is comparable to increas-
ing the source-detector separation from 3 to 5 cm. Especially PCA
appears to be well suited for use in NIRS applications where the ce-
rebral activation is diffuse, such as monitoring of global cerebral oxy-
genation and hemodynamics. Performance differences between PCA
and ICA could be attributed primarily to different criteria for identify-
ing the surface effect. © 2009 Society of Photo-Optical Instrumentation Engineers.
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Introduction

edical near-infrared spectroscopy �NIRS� is a noninvasive
echnique for measuring cerebral blood oxygenation and vol-
me changes using light in the 650- to 950-nm wavelength
ange.1,2 A light source is used to deliver light into tissue, and
ight exiting the tissue is measured typically at distances of
pproximately 1 to 5 cm from the source. Hemodynamic
hanges can then be estimated from their effects on light
ropagation in tissue,3 e.g., during anaesthesia and surgery,4,5

atural sleep,6,7 hyper- or hypocapnia,8 or various stimuli.9,10

Parameters measured with NIRS include changes in the
oncentrations of oxygenated ��HbO2�� and deoxygenated
�HbR�� hemoglobin and cytochrome c oxidase,11,12 blood

ddress all correspondence to Jaakko Virtanen, Helsinki University of Technol-
gy, Department of Biomedical Engineering and Computational Science, P.O.
ox 3310, FI-02015 TKK, Finland. Tel: 358-50-344-3461; Fax: 358-94-513-182;
-mail: jaakko.virtanen@tkk.fi
ournal of Biomedical Optics 054032-
flow and volume,13,14 and tissue oxygenation.15–17 NIRS is
currently the only noninvasive method available for long-term
monitoring of cerebral oxygenation and hemodynamics, and
has also the advantages of relatively low cost and high tem-
poral resolution.18 Disadvantages include low spatial reso-
lution when used for imaging purposes due to the strong light
scattering properties of tissue,19 sensitivity to systemic hemo-
dynamic fluctuations caused by heartbeat and respiration,18

and interference from hemodynamic changes in the skin and
muscle tissue �surface tissue� surrounding the cranium, espe-
cially at measurement distances shorter than 3 to 4 cm.20,21

Since signal artifacts caused by changes in the source-tissue
coupling affect all detector channels and are often indistin-
guishable from physiological interference from surface tissue,
the terms surface effect and extracerebral interference are

1083-3668/2009/14�5�/054032/10/$25.00 © 2009 SPIE
September/October 2009 � Vol. 14�5�1
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sed in this work to signify the combined effect of physiologi-
al interference and coupling artifacts.

Cerebrovascular reactivity to changes in blood O2 or CO2
ontent has been previously studied with NIRS using rela-
ively simple source-detector �SD� configurations and meth-
dology that is vulnerable to extracerebral interference.22,23

e have in this study compared principal �PCA� and indepen-
ent component analysis �ICA� in removing the surface effect
rom �HbO2� and �HbR� signals measured during repetitive
eriods of hypercapnia �increased level of blood CO2� and
ypocapnia �reduced level of blood CO2�. Since PCA is often
sed as a preprocessing method for ICA, the latter is typically
onsidered to be the more powerful method. However, the
erformance of ICA is often sensitive to noise, and means for
dentifying the surface effect differ between the two methods.
ne of the advantages of both PCA and ICA is that they do
ot rely on identifying a predetermined waveform of the sur-
ace effect or the cerebral response, so they can be applied in
ituations where the exact shape of the response or interfer-
nce varies between individuals, or the location of the re-
ponse in time is not known. Despite advances in multichan-
el optical tomography, many clinical applications of NIRS
re based on monitoring the overall oxygenation of tissue at a
ingle or few locations to detect unexpected oxygenation
hanges.

To our knowledge, neither PCA nor ICA has been previ-
usly applied to hyper- or hypocapnia NIRS data, and no
omparison of the two methods has been presented in the
ontext of NIRS measurements. PCA and ICA have been pre-
iously used in topographic activation studies for removing
he surface effect from NIRS signals and extracting cerebral
ctivation signals during motor tasks.24–26 Since these studies
ave applied PCA and ICA only to datasets collected using a
arge number of channels �SD pairs�, we also investigated
hether the methods could be successfully applied in moni-

oring applications using a relatively small number of chan-
els.

Materials and Methods
.1 Study Protocol
he data used in this study were acquired in a series of 11
ypercapnia and 11 hypocapnia measurements on 11 human
olunteers, previously published in Ref. 27. Blood CO2 con-
ent is an important regulator of cerebral blood flow �CBF�,28

o that an increase �decrease� in blood CO2 leads to an in-
rease �decrease� in CBF. These CBF changes should lead to
arallel changes in cerebral �HbO2� and opposite changes in
HbR� if cerebral blood volume and oxygen consumption stay
nchanged.

Each measurement consisted of three 2-min periods of
yper- or hypocapnia. Since the recovery of blood CO2 to rest
evel takes some time, especially after hypocapnia, the hyper-
r hypocapnia periods were separated by 4-min intervals of
est. Hypercapnia was induced by having the subject breathe
O2-enriched air through a mask, hypocapnia was induced by
yperventilation, and during the rest periods the subject
reathed normally. In the hypocapnia measurements, end-tidal
O2 was 2.0 to 3.0% below the rest level �approximately 5%�

t the end of each hyperventilation period. In the hypercapnia
easurements, a similar increase was produced. The study
ournal of Biomedical Optics 054032-
protocol was approved by the ethical committee of Helsinki
University Hospital, and informed consent was obtained from
each subject before the study.

2.2 Instrumentation
The NIRS device used in the measurements was developed in
the Laboratory of Biomedical Engineering �currently the De-
partment of Biomedical Engineering and Computational Sci-
ence� at Helsinki University of Technology.29,30 The device is
based on frequency domain technology, but only attenuation
changes of signals were considered in this study, so the results
are comparable to those obtainable with continuous wave
technology.

At the beginning of each measurement, two light source
fibers and ten detector fiber bundles were arranged on the
forehead of the subject at 1-cm intervals in two parallel rows
�Fig. 1�. Signal amplification was adjusted independently for
each SD pair to avoid phase-amplitude cross talk at short
measurement distances while maximizing signal amplifica-
tion. During the measurement, light pulses were time-
multiplexed at two wavelengths �760 and 830 nm� and two
source positions sequentially. Each pulse lasted for approxi-
mately 1 sec, resulting in a 4-sec cycle �2 sources
�2 wavelengths�1 sec�. The raw data were averaged over
each pulse, and data from different wavelengths were tempo-
rally aligned by interpolating the data to double sampling fre-
quency �approximately 0.47 Hz� and time-shifting data col-
lected with one wavelength by one sample.

Light attenuation in tissue is commonly modeled in NIRS
using the modified Beer-Lambert law:3

A = log10
I0

I
= d · DPF · �

i

�i · ci + G , �1�

where A is light attenuation, I0 is light intensity at the source
position, I is light intensity measured at the detector, d is the
geometrical distance between source and detector, DPF is the
differential path length factor characterizing the average path
length of photons in tissue �d ·DPF�, � and c are the specific

1
0
.0

m
m

10.0 mm

source

detector no contact

contact

s2

s1d5

d6d7d8d9d10

d4 d3 d2 d1

Fig. 1 The SD configuration and numbering used in the study. Half of
the sources and detectors were in direct contact with the skin, and the
rest were attached approximately 1.6 mm above the skin surface to
allow examining the effects of the skin-fiber coupling on the NIRS
signals. The skin-fiber contact did not appear to affect the results pre-
sented in this study. Source-detector pairs s1d1 and s1d3 are used for
two-channel PCA and ICA �see Sec. 2.5�, and s1d3 and s1d5 are used
as reference channels for quantitative performance evaluation �Sec.
3.3�. The corresponding fiber positions are marked with rectangles.
i i
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xtinction coefficient and concentration of chromophore i, re-
pectively, and G represents attenuation due to scattering and
ackground absorption. For simplicity, attenuation due to
cattering and other choromophores than HbO2 and HbR in
issue are often considered constant. Changes in �HbO2� and
HbR� can then be estimated from Eq. �1� using two wave-
engths:

���HbO2�
��HbR� � =

��T��−1�T

d
��A760 nm/DPF760 nm

�A830 nm/DPF830 nm
� , �2�

here the 2�2 matrix � contains the specific extinction co-
fficients of HbO2 and HbR at both wavelengths. Values used
or � in this study were obtained from the literature.11 Litera-
ure values are also available for DPF, but since frequency
omain technology allows estimation of DPF directly from
alibrated phase data, we used average DPF values over all
ubjects for each source fiber and wavelength. The use of
ata-derived DPF values instead of literature values in the
stimation of ��HbO2� and ��HbR� does not affect the ap-
licability of our results to continuous wave measurements,
ince population averages of DPF were used for individual
easurements.
The modified Beer-Lambert law is based on the assump-

ion of a homogeneous medium, whereas the brain is sur-
ounded by layers of bone and scalp. The scalp and brain form
wo anatomically and physiologically separate compartments,
esulting in a partial volume effect where a change in �HbO2�
r �HbR� in either compartment registers as a parallel but
maller change in the ��HbO2� or ��HbR� signal. The con-
ribution of cerebral tissue to the NIRS signal increases with
D separation, but scalp contribution is present at all SD
eparations.21,31

Scalp bloodflow is affected by changes in heartbeat, respi-
ation, and blood pressure, as well as neuronal and hormonal
egulation of vasodilation and vasoconstriction. Hemody-
amic changes in the scalp are typically nonlocalized, leading
o a surface effect that typically affects ��HbO2� and ��HbR�
stimates on all NIRS channels. Since changes in the source-
issue coupling will also result in uniform attenuation changes
n all signals recorded using that particular source, we define
he term surface effect to signify all signal changes that are
resent in most or all of the measurement channels and do not
riginate from cerebral hemodynamic changes. To accurately
stimate cerebral hemodynamics, the surface effect in the
�HbO2� and ��HbR� signals has to be minimised.

The use of two sources and ten detectors produced a total
f 20 ��HbO2� and 20 ��HbR� signals at SD separations of
pproximately 1 to 5 cm. We have analyzed the signals sepa-
ately with both PCA and ICA to identify and remove the
urface effect. As the modified Beer-Lambert law only gives
oncentration changes relative to an arbitrarily chosen base-
ine level, the signals were zero meaned before applying PCA
r ICA.

.3 Principal Component Analysis
CA is a technique commonly used for reducing the dimen-
ionality of a dataset.32 It is based on interpreting a set of n
easured signals xk as a linear combination of n uncorrelated

omponents y :
k

ournal of Biomedical Optics 054032-
X =�
x1

x2

]

xn

	 = WY = �w1w2 . . . wn��
y1

y2

]

yn

	 , �3�

where X and Y contain the signals xk and yk, respectively,
and the n�n mixing matrix W contains the eigenvectors wk
of the covariance matrix of X. The corresponding eigenvalues
�k give the proportion of variance in the original signals ex-
plained by each component. In this work, �k are arranged in
descending order, so that the eigenpair �w1 ,�1� corresponds
to the data dimension of greatest variance, and is normalized
so that �1=1. The matrix X contains ��HbO2� or ��HbR�
signals estimated with Eq. �2� for different SD pairs.

Since Y can be expressed as Y=W−1X, the k’th principal
component can be removed from the data by removing yk
from Y:

Xr = WYr = W�y1 . . . yk−1 0 yk+1 . . . yn�T. �4�

Since all detected light has traversed through surface tissue,
the surface effect in NIRS is expected to affect all channels,
and the corresponding signal component �surface component�
is likely to have the largest eigenvalue. The surface effect can
therefore be removed by removing �filtering� y1 from the data.
The validity of this argument will be confirmed after the PCA
filtering by comparing the filtered and unfiltered signals and
examining the distributions of �k �Sec. 3.4�.

2.4 Independent Component Analysis

Like PCA, ICA is also based on representing n signals xk as a
combination of n components yk �Eq. �3��. However, in ICA
the mixing matrix W is estimated so that the statistical inde-
pendency of the components is maximized. ICA algorithms
are based on various methods such as maximizing the non-
Gaussianity of components or maximum likelihood estimation
for finding the optimal W. They also commonly employ a
preprocessing method such as PCA or singular value decom-
position �SVD� for whitening the data.32

In this study we have chosen to use the second-order blind
identification �SOBI� ICA algorithm.33 Whereas many ICA
algorithms treat the data as random variables with no time
structure, the SOBI algorithm attempts to minimize the lagged
covariances of the components, making it robust against noise
in time-dependent signals such as NIRS data. The algorithm
consists of three steps: whitening the data, e.g., by using the
SVD of the data covariance matrix, computing time-delayed
covariance matrices for the whitened data, and joint diagonal-
ization of the covariance matrices. For the third step we used
the joint diagonalization method presented in Ref. 34. A Mat-
lab implementation of the method is available on the
Internet.35 The number of time lags used in calculating the
covariance matrices was empirically set to 100.

A common feature of most ICA algorithms is that they do
not provide any information on the relevance of the individual
components �compare �k in PCA�.32 However, the spatial dis-
tribution of the components can still be used to identify the
surface component. In Ref. 25, a coefficient of spatial unifor-
mity �CSU� was defined for component k as
September/October 2009 � Vol. 14�5�3
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CSU�k� = 
w̄k/�k
 , �5�

here w̄k and �k are the mean and standard deviation �STD�
f the elements of wk, respectively. A large value of CSU�k�
an be interpreted to identify the surface effect. Thus, in ICA
ltering we attempt to remove the surface effect by removing

he component with the largest value of CSU using Eq. �4�.
or consistency with the PCA eigenvalues �k, we have num-
ered ICA components in the order of descending CSU val-
es, and normalized CSU�k� so that CSU�1�=1.

.5 Effect of Channel Configuration on Principal and
Independent Component Analysis

revious NIRS studies using PCA and ICA have used dozens
f SD pairs covering a large portion of the head surface.24–26

lso, they have generally attempted to detect localized
hanges caused by activation of a specific area of the brain
e.g., motor cortex�. In this case, the surface tissue signal is
xpected to affect all SD pairs, while the cerebral signal is
resent only in a small number of pairs. In contrast, the cere-
ral hemodynamic changes caused by hyper- or hypocapnia
ould be present to some extent in a majority of the SD pairs,
hich might make it difficult to automatically distinguish be-

ween the surface and cerebral components.
We tested whether PCA and ICA would work if a minimal

umber �two� of SD pairs was used, so that one pair repre-
ented primarily surface tissue and the other contained also a
ortical component. This would correspond to the monitoring
f cerebral oxygenation with simple equipment in a clinical
etting. We used as input for PCA and ICA ��HbO2� and
�HbR� values from source 1 and detectors 1 and 3. Using
etector 3, which probes only a relatively small volume of
ortical tissue, allows benchmarking of filtering results
gainst unfiltered signals recorded at SD separations of
to 5 cm. For reference purposes, we also carried out the

nalyses using all 20 SD pairs.

Results
.1 Original Measurements
igure 2 shows means and STDs of unfiltered ��HbO2� and
�HbR� from three SD pairs over all hypercapnia measure-
ents. These three SD pairs together provide a representative

iew of the waveforms of signals measured at different dis-
ances from the sources, so signals from other detectors are
mitted to simplify the graphical presentation. The response
o hypercapnia in the 5-cm signals corresponds to the ex-
ected cerebral response, whereas the 1-cm signals do not
xhibit any sign of such response. The 3-cm signals show
eatures from both the 1- and 5-cm signals, but distinguishing
he cerebrovascular ��HbO2� reaction to hypercapnia from
ther fluctuations in the 3-cm signal would be difficult with-
ut knowledge of the hypercapnia periods.

Figure 3 shows corresponding averages over all hypocap-
ia measurements. The signal changes at 5 cm are consistent
ith the expected cerebrovascular reaction to a rapid
yperventilation-induced decrease and gradual recovery of
lood CO2 content. In contrast, although the 3-cm signals
lso include a cerebral component, the hyperventilation peri-
ds could not be reliably identified from those signals alone.
ournal of Biomedical Optics 054032-
Fig. 2 Mean and STD of ��HbO2� �red� and ��HbR� �blue� changes
recorded with SD separations of �a� 1, �b� 3, and �c� 5 cm, corre-
sponding to source 1 and detectors 1, 3, and 5 in Fig. 1. Since the
choice of zero level does not affect the interpretation of the results, all
��HbO2� and ��HbR� signals have been plotted using arbitrary offsets
so that signal overlapping is minimized and vertical scales in different
figures can be chosen uniformly. STDs are plotted for every fifth
datapoint. Shaded areas mark periods of CO2 breathing. �Color online
only.�
Fig. 3 Mean and STD of ��HbO2� and ��HbR� changes measured
with source 1 and detectors �a� 1, �b� 3, and �c� 5 in the hypocapnia
measurements. Shaded areas mark periods of hyperventilation.
September/October 2009 � Vol. 14�5�4
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In both hyper- and hypocapnia, the STD of the 1-cm
�HbO2� signals is two to four times larger than the STD of

he 3- and 5-cm signals, and there are no consistent responses
o hyper- or hypocapnia in the mean 1-cm signals. Since the
ontribution of surface tissue to the signal decreases with in-
reasing SD separation, these findings indicate that the sur-
ace effect is in practice independent of blood CO2 content,
nd its time behavior varies greatly between individuals.

.2 Filtered Signals
e used PCA and ICA for two different channel configura-

ions to filter �i.e., remove the surface component from� the
-cm signals corresponding to source 1 and detector 3. Means
nd STDs of the original, unfiltered signals are shown in Figs.
�b� and 3�b�. The filtering was first carried out with two SD
airs, with means and STDs of the filtered signals shown in
igs. 4�a� and 4�c� �hypercapnia� and Figs. 5�a� and 5�c� �hy-
ocapnia�. Both PCA and ICA enhance the cerebral ��HbO2�
aveform in hypercapnia, but in the case of hypocapnia, PCA

Fig. 4 Results of ICA and PCA filtering of 3-cm hy

Fig. 5 Results of ICA and PCA filtering of the 3-cm
ournal of Biomedical Optics 054032-
enhances the cerebral waveform of both ��HbO2� and
��HbR�, while the improvement in signal quality from ICA is
negligible.

When the filtering was repeated with 20 SD pairs, results
from ICA were clearly inferior to PCA. We suspected that the
performance of ICA might be related to the number of inde-
pendent components estimated, so we reduced the number
from 20 to 5 by reducing the dimensionality of the data in the
whitening step of ICA. This is commonly done when the
number of channels is much larger than the expected number
of actual signals present in the data. The choice to use exactly
five components was to some extent arbitrary, since there was
in practice no difference between results obtained using three
to ten components, and two components produced clearly in-
ferior results with hypocapnia data. ICA performed slightly
better after dimensionality reduction, producing in hypercap-
nia results equal to 20-channel PCA; but in hypocapnia, re-
sults from ICA remained inferior to PCA. The results of PCA
filtering and five-component ICA filtering of the ��HbO2�

nia signals using two different SD configurations.

pnia signals using two different SD configurations.
percap
hypoca
September/October 2009 � Vol. 14�5�5
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nd ��HbOR� signals corresponding to source 1 and detector
with 20 SD pairs are shown in Figs. 4�c� and 4�d� and Figs.

�c� and 5�d�.
In most cases, signal changes and STDs are smaller in the

ltered 3-cm signals than in the unfiltered 5-cm signals. This
s an expected consequence of the partial volume effect in the

odified Beer-Lambert law: since the 3-cm signals sample a
maller volume of cerebral tissue than the 5-cm signals, the
agnitude of concentration changes in the 3-cm signals after

urface component removal should be smaller than in the
riginal 5-cm signals.

.3 Quantitative Performance Evaluation
or quantitative performance evaluation, an estimate of the
erebral response during the measurement period is required.
he 5-cm ��HbO2� and ��HbR� signals are affected by both

he surface effect and cortical hemodynamics, but since there
s no consistent response in surface tissue to hyper- or hypoc-
pnia �Figs. 2�a� and 3�a��, averaging the 5-cm signals over
ll measurements effectively cancels out the surface effect
nd provides the best available estimate of the cerebral re-
ponse. We therefore used the averages of the unfiltered 5-cm
ignals �Figs. 2�c� and 3�c�� to represent the expected cerebral
esponse xexp in hyper- and hypocapnia, respectively.

To provide a quantitative measure of error, we calculated
he mean squared error �MSE� between xexp and the PCA or
CA filtered 3-cm signal x for the two channel configurations:

MSE =
1

N�
i=1

N

�x�i� − xexp�i��2, �6�

here i is the sample index and N is the number of recorded
amples. We also calculated MSE by replacing x with the
nfiltered 3- and 5-cm signals, so that the MSE of the filtered

ig. 6 MSEs of the unfiltered 3- and 5-cm and the filtered 3-cm sig
ultiplied by four to use the same vertical scale as HbO2. Columns
SE is lower than that of the corresponding unfiltered 3-cm signals a
ournal of Biomedical Optics 054032-
��HbO2� or ��HbR� signal could be benchmarked against
the MSEs of the corresponding unfiltered 3- and 5-cm sig-
nals.

Figure 6 shows the mean and STD of the MSE criterion for
the filtered 3-cm signals and the unfiltered 3- and 5-cm sig-
nals in the two SD configurations and breathing conditions.
To find out whether the MSEs of the filtered 3-cm signals and
the unfiltered 5-cm signals were lower than the MSE of the
unfiltered 3-cm signals in a statistically significant sense, the
corresponding MSE distributions were compared using a Stu-
dent’s t-test for unequal sample variances. For 20-channel
ICA, MSE values are shown for the five-component case, but
similar results were obtained with three to ten components
�compare Sec. 3.2�.

Overall, both PCA and ICA reduced extracerebral contri-
bution to the 3-cm signal, but PCA always produced lower
MSEs than ICA. The lowest MSEs in both breathing condi-
tions were given by two-channel PCA. Results from two-
channel ICA were almost equal to two-channel PCA in hyper-
capnia, but were clearly inferior in hypocapnia. In the 20-
channel case, results from PCA and ICA were almost similar
after the performance of ICA was improved by dimensionality
reduction. Two-channel ICA performed poorer than 20-
channnel ICA in hypocapnia, but better in hypercapnia.

PCA produced a statistically significant MSE reduction in
six out of eight cases at the p�0.05 level, and in eight out of
eight at the p�0.10 level �Fig. 6�. The corresponding figures
for ICA were only one out of eight cases at p�0.05 and two
out of eight at p�0.10. The MSE difference between the
unfiltered 3- and 5-cm signals was statistically significant in
only one out of four cases at the p�0.10 level. The average
MSEs of the PCA filtered 3-cm signals were in seven out of
eight cases lower than those of the unfiltered 5-cm signals,
while ICA filtered 3-cm signals had a lower MSE than the

ith respect to the averaged 5-cm signal. Values for HbR have been
verage MSEs and errorbars their STDs. � *� indicates that the average
�0.10 level. � **� indicates the same at the p�0.05 level.
nals w
show a
t the p
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nfiltered 5-cm signals in four out of eight cases. However,
hese MSE differences were typically not statistically signifi-
ant.

Qualitative analysis supports the results of the quantitative
SE analysis. The shape of the cerebral response to hyper-

apnia is enhanced more in the two-channel case than in the
0-channel case, especially by PCA �Fig. 4�. In hypocapnia,
he best result is achieved with two-channel PCA, while ICA
ltering completely fails to enhance the shape of the cerebral
esponse, regardless of channel configuration �Fig. 5�.

.4 Comparison of the Coefficient of Spatial
Uniformity and � Criteria

o determine how unambiguously the surface component
ould be identified with different methods, we examined the
istributions of �k and CSU�k� over the measurements. If the
ata originates from similar processes in all measurements,
nd if the mean value of �2 is much smaller than �1, and STD
f �2 is small compared to the mean, it is likely that the first
CA component originates from the same process in all mea-
urements. Similar argumentation can be applied to the CSU
riterion.

Means and STDs of �2 and CSU�2� in the two-channel
onfiguration are shown in Table 1. The mean values of both

2 and CSU�2� are less than half of �1 and CSU�1�, respec-
ively, and �2 is significantly smaller than CSU�2� �p�0.05
sing student’s t-test for unequal variances�.

Mean and STD of the five largest CSU�k� and �k in the
ase of 20 SD pairs are shown in Fig. 7. The distributions of
SU�k� and �k are fundamentally different, and CSU�2� and

ven CSU�3� are much closer to CSU�1� than �2 is to �1.
lso, the STDs are larger for CSU�k� than for �k. CSU�k� are

hown for ICA with the number of data dimensions reduced to
ve. Without dimensionality reduction, the mean value of
SU�2� was approximately 0.8 and that of CSU�3� approxi-
ately 0.6. This suggests that in the case of ICA, the CSU

riterion for identifying the surface component is prone to
rror when the number of channels increases. On the other
and, in the case of PCA, the good filtering results and small
ean value of �2 confirm the assumption that the first PCA

omponent corresponds to the surface effect.

Discussion
xtracerebral contamination of signals is a fundamental prob-

em of NIRS, and several methods have been developed to
esolve the issue. The depth sensitivity of NIRS can be im-

able 1 Means and STDs of �2 and CSU�2� in the two-channel con-
guration, when �1 and CSU�1� have been normalized to unity.

CSU�2� �2

bO2, hypercapnia 0.26±0.28 0.06±0.04

bR, hypercapnia 0.47±0.23 0.15±0.13

bO2, hypocapnia 0.32±0.26 0.07±0.05

bR, hypocapnia 0.25±0.22 0.09±0.09
ournal of Biomedical Optics 054032-
proved, e.g., by time domain spectroscopy, where rapid light
pulses are delivered into tissue and detected with a time-gated
system to screen for photons with longer flight times, as they
are more likely to have probed deeper into the tissue.36 Time
domain spectroscopy allows estimating hemodynamic
changes in different tissue layers with a single-detector
setup,37 reducing the number of detectors in NIRS imaging
applications,38 and improving the contrast-to-background ratio
for activation measurements.39 However, most commercial
NIRS devices are still based on continuous wave technology,
most likely due to the higher costs and more complicated
signal processing required by time or frequency domain
technology.40

Adaptive filtering has been proposed for removing nonce-
rebral interference from NIRS signals. Such algorithms typi-
cally attempt to minimize the correlation of NIRS signals and
reference signals such as blood pressure, respiration, or short-
range NIRS measurements.41–45 The advantages of adaptive
filtering include computational simplicity, real-time applica-
tion, and the ability to adapt to changes in the interfering
signals. However, if the reference signals are also correlated
with the cerebral signal, relevant information may be removed
by the filter. For example, when using a short-range NIRS
measurement for the reference signal, light can in some cases
penetrate into the outer layers of the brain. This can occur,
e.g., as a result of individual anatomical variations, especially
in infants who have thin scalps and skulls. A second limitation
that also affects PCA and ICA is the possible coupling of
cerebral and noncerebral hemodynamics, e.g., in sensorimotor
studies if the stimulus or task causes a change in blood pres-
sure or respiration simultaneously with cerebral activation.
Thus, the selection of the appropriate filtering method for
each application requires careful testing.

Another approach to surface effect reduction is to model
the absorption changes in different tissue layers separately.

Fig. 7 Means and STDs of �k and CSU�k� in the 20-channel configu-
ration, with �1 and CSU�1� normalized to unity. For graphical simpli-
fication, data from hyper- and hypocapnia measurements were com-
bined before calculating the distributions, and both �k and CSU�k� are
shown for k�5, since only five ICA components were estimated. For
each of the four groups, the leftmost dot corresponds to k=1 and the
rightmost to k=5.
September/October 2009 � Vol. 14�5�7
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he simplest models feature only two slab-like layers, with
he other one representing extracerebral and the other one

erebral tissue.46,47 However, these models require either a
riori information on tissue anatomy, or frequency or time
omain measurements to estimate the path length of light in
issue. Least-squares fitting may in some cases be used to
ircumvent such problems.48 More sophisticated tissue mod-
ls utilizing anatomical or physiological a priori information,
.g., from magnetic resonance imaging �MRI� or computed
omograhpy �CT�, have been developed for tomographic
IRS imaging.49–52 However, obtaining MRI or CT images

or routine monitoring is typically impractical or impossible,
nd a simple measurement geometry and ease of measurement
re often more valuable criteria than high spatial resolution.

PCA has been used in NIRS to estimate and remove sys-
emic interference from signals recorded during sensorimotor
timuli.24 The authors used relatively long SD separations,
pproximately 3 to 4 cm, and assumed that the spatial pattern
f the interference is stable in time. Baseline data were then
ollected prior to the stimuli to estimate the interference sub-
pace. In another sensorimotor activation study, the long-
istance ��HbO2� signal, but not the ��HbR� signal, was
hown to correlate strongly with extracerebral tissue
emodynamics.31 PCA has also been used with simulated data
o determine the optimal SD configuration for NIRS

easurements.53

Applications of ICA to NIRS data can be divided into two
ategories. One approach is to identify a component corre-
ponding to cerebral hemodynamics, typically the hemody-
amic response to cortical activity. This requires either as-
umptions on the shape of the hemodynamic response,54

nowledge of its location in time,42 or manual screening of
he components.26 The other approach, also taken in this
tudy, is based on identifying the surface component, e.g.,
ased on its spatial distribution, and removing it.25

ICA is a nonspecific term covering several different algo-
ithms using different measures for statistical independence.
o our knowledge, no comparative study of different ICA
lgorithms in NIRS data processing has been made. Our
hoice of the SOBI algorithm for this study is based on its
eneral applicability to noisy time-dependent signals, and it
as been found to perform better than PCA, e.g., in ocular
rtifact reduction from electroencephalographic �EEG�
ecordings.55 The SOBI algorithm has been used in a previous
IRS study for detection of motor cortex activity.42 We also

ested the FastICA algorithm, which was used for NIRS data
n Ref. 54, but preliminary results were inferior to SOBI.

The use of PCA or ICA for surface effect removal relies on
he assumption that cerebral hemodynamics are uncorrelated
ith or independent of scalp tissue circulation, which may not
old in all cases. For example, in sensorimotor activation
tudies, the stimulus causing the activation may also cause a
imultaneous change in heart or respiration rate, whereas in
ur study the hyperventilation task may have a similar effect.
owever, both PCA and ICA have been shown to perform
ell in activation studies,24,26 and our results strongly suggest

hat they can be used to improve the detection of cerebrovas-
ular responses to hyper- and hypocapnia. In particular, we
id not observe any consistent extracerebral hemodynamic re-
ponse to changes in blood CO level. Thus, the level of
2

ournal of Biomedical Optics 054032-
physiological coupling between surface and cerebral circula-
tion appears to be in practice low enough to allow the use of
PCA and ICA for surface effect removal in various experi-
mental settings.

We compared PCA and ICA in removing surface tissue
interference from NIRS signals measured during hypercapnia
and hypocapnia. We carried out the analyses with two differ-
ent channel configurations: a minimal two-channel configura-
tion that might be used in a clinical monitoring setting, and a
more extensive 20-channel configuration maximizing the
amount of information gathered. We found that both PCA and
ICA were able to reduce the MSE between the 3-cm signal
and the expected cerebrovascular response, modeled by the
averaged 5-cm signal, but PCA performed consistently equal
to or better than ICA. Except for ICA in hypocapnia, the
qualitative and quantitative improvement in 3-cm signal qual-
ity achieved with both methods was typically comparable to
increasing the SD separation from 3 to 5 cm, with best results
obtained with two-channel PCA.

Since ICA typically contains PCA as a preprocessing stage
and is considered statistically the more powerful method, the
better performance of PCA is unexpected. We believe that this
result is explained by the criteria used in PCA and ICA for
identifying the surface component. The PCA method utilizes
eigenvalues of the data covariance matrix, which contain in-
formation on the strength of the individual components in the
data. Our results show that since the surface effect is present
to some extent on all channels, the corresponding principal
component is considerably stronger than any other compo-
nents, even when the cerebral hemodynamic change is rela-
tively strong and global, as in hyper- or hypocapnia. ICA does
not inherently provide information on the significance of in-
dividual components, so the surface effect has to be identified
based on its spatial distribution, which should be relatively
uniform. The resulting CSU criterion, introduced in Ref. 25,
appears to be less applicable for surface effect removal than
the PCA eigenvalue criterion.

There are two possible reasons for the failure of the CSU
criterion. First, the spatial pattern of cerebral hemodynamic
changes caused by hyper- and hypocapnia is more diffuse
than in the original study.25 From the 20 SD pairs recorded in
this study, the cerebral signal is clearly present in perhaps 8 to
12, depending on the measurement. This could result in erro-
neously identifying the cerebral component as extracerebral
interference in some measurements. Unfortunately, no statis-
tical data on the distribution of CSU in different measure-
ments was provided in Ref. 25. Therefore, it is difficult to
determine to what extent the spatial distribution of cerebral
activation might affect our results. Second, there are in prac-
tice only two signal sources present in our data: the cerebral
response and the extracerebral interference. As the number of
channels analyzed increases, the number of ICA components
essentially estimating random noise also increases. Conse-
quently, the probability that at least one of these random com-
ponents has a spatial distribution more uniform than the ex-
tracerebral component increases, especially since the spatial
distribution of the surface effect may be slightly skewed to-
ward short SD separations due to the partial volume effect at
long SD separations. In this case, removing the component
with the highest CSU would not necessarily remove the sur-
face effect. Reducing the dimensionality of our data both im-
September/October 2009 � Vol. 14�5�8
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roved the performance of ICA and reduced the value of
SU�2� in relation to CSU�1�. Therefore, the number of esti-
ated components appears to be at least a contributing factor

n the performance of ICA with the CSU criterion.
Since many ICA methods are parameter-dependent, finding

he optimal set of parameters for each application could im-
rove the results of ICA. For example, in our case, decreasing
he dimensionality of data from 20 to 5 improved the perfor-

ance of 20-channel ICA to the level of 20-channel PCA.
enerally, our results suggest that increasing the number of

hannels decreases the performance of both PCA and ICA,
nd our tests with other channel configurations than the two
eported here support this conclusion. For example, using
ource 1 and detectors 1 through 5 produced a larger MSE for
oth PCA and ICA than the two-channel configuration pre-
ented before, although including the 5-cm signal could have
een expected to facilitate distinguishing between the cerebral
nd surface components. One possible reason for this may be
D pair-specific variations in the surface effect resulting from
hanges in the detector-tissue coupling and differences in
calp vasculature under the detectors. As the number of chan-
els and total area probed increase, such as in imaging appli-
ations, modeling the surface effect with only one PCA or
CA component becomes increasingly difficult compared to
ur application, where the monitoring can be confined to a
omparatively small area. The performance of both PCA and
CA might be improved by manual selection of the cerebral or
urface component�s�, but this could also introduce selection
ias and would increase the amount of manual work required
s the number of channels increases.

Conclusions
oth PCA and ICA have been previously used for removing
xtracerebral interference from NIRS signals collected with
everal channels, but our results indicate that the methods are
lso suitable for applications where a small number of chan-
els are available or desirable and the pattern of cerebral ac-
ivation is diffuse, such as monitoring cerebral oxygenation or
etermining the cerebrovascular response to changes in blood
O2 content. No benefit from choosing ICA over PCA is
bserved, and in all quantitative MSE comparisons, PCA per-
orms better than ICA. Performance differences between the
wo methods could be attributed primarily to different criteria
or identifying the surface effect.

cknowledgments
his work was financially supported by the Instrumentarium
oundation and the Research Foundation of Helsinki Univer-
ity of Technology. The original measurements were carried
ut at the BioMag Laboratory in Helsinki University Hospital.

eferences
1. F. F. Jöbsis, “Noninvasive, infrared monitoring of cerebral and myo-

cardial oxygen sufficiency and circulatory parameters,” Science 198,
1264–1267 �Dec. 1977�.

2. D. A. Boas, D. H. Brooks, E. L. Miller, C. A. DiMarzio, M. Kilmer,
R. J. Gaudette, and Q. Zhang, “Imaging the body with diffuse optical
tomography,” IEEE Signal Process. Mag. 18, 57–75 �Nov. 2001�.

3. I. Nissilä, T. Noponen, J. Heino, T. Kajava, and T. Katila, “Diffuse
optical imaging,” in Advances in Electromagnetic Fields in Living
Systems, Vol. 4, J. Lin, Ed., Springer Science, New York �2005�.

4. D. B. Andropoulos, S. A. Stayer, L. K. Diaz, and C. Ramamoorthy,
ournal of Biomedical Optics 054032-
“Neurological monitoring for congenital heart surgery,” Anesth. An-
alg. (Baltimore) 99�5�, 1365–1375 �Nov. 2004�.

5. A. Rigamonti, M. Scandroglio, F. Minicucci, S. Magrin, A. Carozzo,
and A. Casati, “A clinical evaluation of near-infrared cerebral oxim-
etry in the awake patient to monitor cerebral perfusion during carotid
endarterectomy,” J. Clin. Anesth. 17, 426–430 �Sep. 2005�.

6. T. Hayakawa, M. Terashima, Y. Kayukawa, T. Ohta, and T. Okada,
“Changes in cerebral oxygenation and hemodynamics during obstruc-
tive sleep apneas,” Chest 109, 916–921 �Apr. 1996�.

7. A. J. Spielman, G. Zhang, C. M. Yang, P. D’Ambrosio, S. Serizawa,
M. Nagata, H. von Gizycki, and R. R. Alfano, “Intracerebral hemo-
dynamic probed by near infrared spectroscopy in the transition be-
tween wakefulness and sleep,” Brain Res. 866, 313–325 �Jun. 2000�.

8. A. Akin and D. Bilensoy, “Cerebrovascular reactivity to hypercapnia
in migraine patients measured with near-infrared spectroscopy,”
Brain Res. 1107, 206–214 �Aug. 2006�.

9. M. Tanosaki, Y. Hoshi, Y. Iguchi, Y. Oikawa, I. Oda, and M. Oda,
“Variation of temporal characteristics in human cerebral hemody-
namic responses to electric median nerve stimulation: a near-infrared
spectroscopic study,” Neurosci. Lett. 316, 75–78 �Dec. 2001�.

10. K. Kotilahti, I. Nissilä, M. Huotilainen, R. Mäkelä, N. Gavrielides, T.
Noponen, P. Björkman, V. Fellman, and T. Katila, “Bilateral hemo-
dynamic responses to auditory stimulation in newborn infants,” Neu-
roReport 16, 1373–1377 �Aug. 2005�.

11. M. Cope, “The application of near infrared spectroscopy to non in-
vasive monitoring of cerebral oxygenation in the newborn infant,”
PhD Thesis, Univ. College of London, Dept. of Medical Physics and
Bioengineering, London, UK �1991�.

12. M. M. Tisdall, I. Tachtsidis, T. S. Leung, C. E. Elwell, and M. Smith,
“Near-infrared spectroscopic quantification of changes in the concen-
tration of oxidized cytochrome c oxidase in the healthy human brain
during hypoxemia,” J. Biomed. Opt. 12�2�, 024002 �Mar./Apr. 2007�.

13. C. E. Elwell, M. Cope, A. D. Edwards, J. S. Wyatt, E. O. R. Rey-
nolds, and D. T. Delpy, “Measurement of cerebral blood flow in adult
humans using near infrared spectroscopy–methodology and possible
errors,” Adv. Exp. Med. Biol. 317, 235–245 �1992�.

14. Y. Hoshi, S. Kohri, Y. Matsumoto, K. Cho, T. Matsuda, S. Okajima,
and S. Fujimoto, “Hemodynamic responses to photic stimulation in
neonates,” Pediatr. Neurol. 23, 323–327 �Oct. 2000�.

15. C. E. Elwell, A Practical User’s Guide to Near Infrared Spectros-
copy, UCL Reprographics, London �1995�.

16. N. Nagdyman, P. Ewert, B. Peters, O. Miera, T. Fleck, and F. Berger,
“Comparison of different near-infrared spectroscopic cerebral oxy-
genation indices with central venous and jugular venous oxygenation
saturation in children,” Ped. Anesthesia 18, 160–166 �Feb. 2008�.

17. B. Chen and P. B. Benni, “Method for spectrophotometric blood oxy-
genation monitoring,” U.S. Patent No. 3,634,882 �July 2003�.

18. Y. Hoshi, “Functional near-infrared spectroscopy: current status and
future prospects,” J. Biomed. Opt. 12�6�, 062106 �2007�.

19. D. A. Boas, K. Chen, D. Grebert, and M. A. Franceschini, “Improv-
ing the diffuse optical imaging spatial resolution of the cerebral he-
modynamic response to brain activation in humans,” Opt. Lett. 29,
1506–1508 �Jul. 2004�.

20. M. Firbank, E. Okada, and D. T. Delpy, “A theoretical study of the
signal contribution of regions of the adult head to near-infrared spec-
troscopy studies of visual evoked responses,” Neuroimage 8, 69–78
�Jul. 1998�.

21. T. J. Germon, P. D. Evans, A. R. Manara, N. J. Barnett, P. Wall, and
R. J. Nelson, “Sensitivity of near infrared spectroscopy to cerebral
and extra-cerebral oxygenation changes is determined by emitter-
detector separation,” J. Clin. Monit Comput. 14, 353–360 �Jul. 1998�.

22. A. P. Gibson, J. C. Hebden, and S. R. Arridge, “Recent advances in
diffuse optical imaging,” Phys. Med. Biol. 50, R1–R43 �Feb. 2005�.

23. R. Gatto, W. E. Hoffman, M. Mueller, C. Paisansathan, and F. Char-
bel, “Age effects on brain oxygenation during hypercapnia,” J.
Biomed. Opt. 12�6�, 062113 �2007�.

24. Y. H. Zhang, D. H. Brooks, M. A. Franceschini, and D. A. Boas,
“Eigenvector-based spatial filtering for reduction of physiological in-
terference in diffuse optical imaging,” J. Biomed. Opt. 10�1�, 011014
�2005�.

25. S. Kohno, I. Miyai, A. Seiyama, I. Oda, A. Ishikawa, S. Tsuneishi, T.
Amita, and K. Shimizu, “Removal of the skin blood flow artifact in
functional near-infrared spectroscopic imaging data through indepen-
dent component analysis,” J. Biomed. Opt. 12, 062111 �2007�.

26. J. Markham, B. White, B. Zeff, and J. Culver, “Blind ICA discrimi-
September/October 2009 � Vol. 14�5�9

http://dx.doi.org/10.1126/science.929199
http://dx.doi.org/10.1109/79.962278
http://dx.doi.org/10.1213/01.ANE.0000134808.52676.4D
http://dx.doi.org/10.1213/01.ANE.0000134808.52676.4D
http://dx.doi.org/10.1016/j.jclinane.2004.09.007
http://dx.doi.org/10.1378/chest.109.4.916
http://dx.doi.org/10.1016/S0006-8993(00)02320-9
http://dx.doi.org/10.1016/j.brainres.2006.06.002
http://dx.doi.org/10.1016/S0304-3940(01)02372-2
http://dx.doi.org/10.1097/01.wnr.0000175247.35837.15
http://dx.doi.org/10.1097/01.wnr.0000175247.35837.15
http://dx.doi.org/10.1117/1.2718541
http://dx.doi.org/10.1016/S0887-8994(00)00195-8
http://dx.doi.org/10.1117/1.2804911
http://dx.doi.org/10.1364/OL.29.001506
http://dx.doi.org/10.1006/nimg.1998.0348
http://dx.doi.org/10.1023/A:1009957032554
http://dx.doi.org/10.1088/0031-9155/50/4/R01
http://dx.doi.org/10.1117/1.2804705
http://dx.doi.org/10.1117/1.2804705
http://dx.doi.org/10.1117/1.1852552
http://dx.doi.org/10.1117/1.2814249


2

2

2

3

3

3

3

3

3

3

3

3

3

4

4

Virtanen, Noponen, and Meriläinen: Comparison of principal and independent component analysis…

J

nation of evoked cortical responses in humans with DOT,” Human
Brain Mapping 2008 Conf., June 15–19, 2008, Melbourne, Australia,
abstract 327 Th-AM, Neuroimage 41�Suppl. 1�, c1 �2008�.

7. T. Noponen, “Instrumentation for diffuse optical imaging and near-
infrared spectroscopy and their applications in human brain studies,”
Licentiate Thesis, Helsinki Univ. of Technology, Dept. of Engineer-
ing Physics and Mathematics, Finland �2004�.

8. J. E. Brian, “Carbon dioxide and the cerebral circulation,” Anesthe-
siology 88, 1365–1386 �May 1998�.

9. I. Nissilä, K. Kotilahti, K. Fallström, and T. Katila, “Instrumentation
for the accurate measurement of phase and amplitude in optical to-
mography,” Rev. Sci. Instrum. 73, 3306–3312 �2002�.

0. I. Nissilä, T. Noponen, K. Kotilahti, T. Katila, L. Lipiainen, T. Tar-
vainen, M. Schweiger, and S. Arridge, “Instrumentation and calibra-
tion methods for the multichannel measurement of phase and ampli-
tude in optical tomography,” Rev. Sci. Instrum. 76, 044302 �2005�.

1. M. Kato and S. Takahama, “Measurement of brain activation using
near-infrared spectroscopy: comparison of principal components for
signal changes between short and long source-detector spacings,”
Human Brain Mapping 2008 Conf., June 15–19, 2008, Melbourne,
Australia, abstract 330 W-PM, Neuroimage 41�Suppl. 1�, e1 �2008�.

2. A. Hyvärinen, J. Karhunen, and E. Oja, Independent Component
Analysis, J. Wiley, New York �2001�.

3. A. Belouchrani, K. Abed-Meraim, J. F. Cardoso, and E. Moulines, “A
blind source separation technique using second-order statistics,”
IEEE Trans. Signal Process. 45, 434–444 �Feb. 1997�.

4. J. F. Cardoso and A. Souloumiac, “Jacobi angles for simultaneous
diagonalization,” SIAM J. Matrix Anal. Appl. 17, 161–164 �Jan.
1996�.

5. J. F. Cardoso, “Joint diagonalization,” see http://www.tsi.enst.fr/
~cardoso/jointdiag.html �viewed 20 May 2009�.

6. V. Ntziachristos, X. H. Ma, A. G. Yodh, and B. Chance, “Multichan-
nel photon counting instrument for spatially resolved near infrared
spectroscopy,” Rev. Sci. Instrum. 70, 193–201 �Jan. 1999�.

7. J. Steinbrink, H. Wabnitz, H. Obrig, A. Villringer, and H. Rinneberg,
“Determining changes in NIR absorption using a layered model of
the human head,” Phys. Med. Biol. 46, 879–896 �Mar. 2001�.

8. C. Sato, M. Shimada, Y. Yamada, and Y. Hoshi, “Extraction of depth-
dependent signals from time-resolved reflectance in layered turbid
media,” J. Biomed. Opt. 10, 064008 �2005�.

9. J. Selb, J. J. Stott, M. A. Franceschini, A. G. Sorensen, and D. A.
Boas, “Improved sensitivity to cerebral hemodynamics during brain
activation with a time-gated optical system: analytical model and
experimental validation,” J. Biomed. Opt. 10, 011013 �2005�.

0. M. Wolf, M. Ferrari, and V. Quaresima, “Progress of near-infrared
spectroscopy and topography for brain and muscle clinical applica-
tions,” J. Biomed. Opt. 12, 062104 �2007�.

1. S. Prince, V. Kolehmainen, J. P. Kaipio, M. A. Franceschini, D. Boas,
and S. R. Arridge, “Time-series estimation of biological factors in
optical diffusion tomography,” Phys. Med. Biol. 48, 1491–1504 �Jun.
2003�.
ournal of Biomedical Optics 054032-1
42. G. Morren, M. Wolf, P. Lemmerling, U. Wolf, J. H. Choi, E. Gratton,
L. De Lathauwer, and S. Van Huffel, “Detection of fast neuronal
signals in the motor cortex from functional near infrared spectros-
copy measurements using independent component analysis,” Med.
Biol. Eng. Comput. 42, 92–99 �Jan. 2004�.

43. S. G. Diamond, T. J. Huppert, V. Kolehmainen, M. A. Franceschini,
J. P. Kaipio, S. R. Arridge, and D. Boas, “Dynamic physiological
modeling for functional diffuse optical tomography,” Neuroimage 30,
88–101 �Mar. 2006�.

44. Q. Zhang, E. N. Brown, and G. E. Strangman, “Adaptive filtering for
global interference cancellation and real-time recovery of evoked
brain activity: a Monte Carlo simulation study,” J. Biomed. Opt. 12,
044014 �2007�.

45. Q. Zhang, E. N. Brown, and G. E. Strangman, “Adaptive filtering to
reduce global interference in evoked brain activity detection: a hu-
man case study,” J. Biomed. Opt. 12, 064009 �2007�.

46. F. Fabbri, A. Sassaroli, M. E. Henry, and S. Fantini, “Optical mea-
surements of absorption changes in two-layered diffusive media,”
Phys. Med. Biol. 49, 1183–1201 �Apr. 2004�.

47. J. H. Choi, M. Wolf, V. Toronov, U. Wolf, C. Polzonetti, D. Hueber,
L. P. Safonova, R. Gupta, A. Michalos, W. Mantulin, and E. Gratton,
“Noninvasive determination of the optical properties of adult brain:
near-infrared spectroscopic approach,” J. Biomed. Opt. 9, 221–229
�2004�.

48. R. B. Saager and A. J. Berger, “Direct characterization and removal
of interfering absorption trends in two-layer turbid media,” J. Opt.
Soc. Am. A 22, 1874–1882 �Sep. 2005�.

49. M. Schweiger and S. R. Arridge, “Optical tomographic reconstruc-
tion in a complex head model using a priori region boundary infor-
mation,” Phys. Med. Biol. 44, 2703–2721 �Nov. 1999�.

50. Y. Fukui, Y. Ajichi, and E. Okada, “Monte Carlo prediction of near-
infrared light propagation in realistic adult and neonatal head mod-
els,” Appl. Opt. 42, 2881–2887 �Jun. 2003�.

51. J. Heiskala, I. Nissilä, T. Neuvonen, S. Järvenpää, and E. Somersalo,
“Modeling anisotropic light propagation in a realistic model of the
human head,” Appl. Opt. 44, 2049–2057 �Apr. 2005�.

52. X. F. Zhang, V. Y. Toronov, and A. G. Webb, “Integrated measure-
ment system for simultaneous functional magnetic resonance imaging
and diffuse optical tomography in human brain mapping,” Rev. Sci.
Instrum. 77, 114301 �2006�.

53. T. S. Leung, C. E. Elwell, and D. T. Delpy, “Estimation of cerebral
oxy- and deoxy-haemoglobin concentration changes in a layered
adult head model using near-infrared spectroscopy and multivariate
statistical analysis,” Phys. Med. Biol. 50, 5783–5798 �Dec. 2005�.

54. C. B. Akgül, A. Akin, and B. Sankur, “Extraction of cognitive
activity-related waveforms from functional near-infrared spectros-
copy signals,” Med. Biol. Eng. Comput. 44, 945–958 �Nov. 2006�.

55. S. Romero, M. A. Mananas, and M. J. Barbanoj, “A comparative
study of automatic techniques for ocular artifact reduction in sponta-
neous EEG signals based on clinical target variables: a simulation
case,” Comput. Biol. Med. 38, 348–360 �Mar. 2008�.
September/October 2009 � Vol. 14�5�0

http://dx.doi.org/10.1097/00000542-199805000-00029
http://dx.doi.org/10.1097/00000542-199805000-00029
http://dx.doi.org/10.1063/1.1497496
http://dx.doi.org/10.1063/1.1884193
http://dx.doi.org/10.1016/S1053-8119(08)70004-1
http://dx.doi.org/10.1109/78.554307
http://dx.doi.org/10.1137/S0895479893259546
http://dx.doi.org/10.1063/1.1149565
http://dx.doi.org/10.1088/0031-9155/46/3/320
http://dx.doi.org/10.1117/1.2136312
http://dx.doi.org/10.1117/1.1852553
http://dx.doi.org/10.1117/1.2804899
http://dx.doi.org/10.1088/0031-9155/48/11/301
http://dx.doi.org/10.1007/BF02351016
http://dx.doi.org/10.1007/BF02351016
http://dx.doi.org/10.1016/j.neuroimage.2005.09.016
http://dx.doi.org/10.1117/1.2754714
http://dx.doi.org/10.1117/1.2804706
http://dx.doi.org/10.1088/0031-9155/49/7/007
http://dx.doi.org/10.1117/1.1628242
http://dx.doi.org/10.1364/JOSAA.22.001874
http://dx.doi.org/10.1364/JOSAA.22.001874
http://dx.doi.org/10.1088/0031-9155/44/11/302
http://dx.doi.org/10.1364/AO.42.002881
http://dx.doi.org/10.1364/AO.44.002049
http://dx.doi.org/10.1063/1.2364138
http://dx.doi.org/10.1063/1.2364138
http://dx.doi.org/10.1088/0031-9155/50/24/002
http://dx.doi.org/10.1007/s11517-006-0116-3
http://dx.doi.org/10.1016/j.compbiomed.2007.12.001

