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Abstract. Time-domain diffuse correlation spectroscopy (TD-DCS) is an emerging noninvasive optical tech-
nique with the potential to resolve blood flow (BF) and optical coefficients (reduced scattering and absorption)
in depth. Here, we study the effects of finite temporal resolution and gate width in a realistic TD-DCS experiment.
We provide a model for retrieving the BF from gated intensity autocorrelations based on the instrument response
function, which allows for the use of broad time gates. This, in turn, enables a higher signal-to-noise ratio that is
critical for in vivo applications. In numerical simulations, the use of the proposed model reduces the error in the
estimated late gate BF from 34% to 3%. Simulations are also performed for a wide set of optical properties and
source–detector separations. In a homogeneous phantom experiment, the discrepancy between later gates BF
index and ungated BF index is reduced from 37% to 2%. This work not only provides a tool for data analysis but
also physical insights, which can be useful for studying and optimizing the system performance. © The Authors.
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1 Introduction
Diffuse correlation spectroscopy (DCS) is an optical technique
that measures the scatterer’s motion in diffusive media, tradi-
tionally, by injecting a coherent continuous wave (CW) laser
beam in a turbid sample and by characterizing the speckle fluc-
tuations by their intensity autocorrelation function. Afterward,
using a correlation diffusion model, the motion of red blood
cells in the microvasculature is estimated, which has been shown
to be proportional to local blood flow (BF).1 The technique is an
advancement over diffuse wave spectroscopy,2 which is widely
used in the study of nonbiological media. Over the last two dec-
ades, DCS has emerged as a promising technique for many clini-
cal applications since it provides a direct measure of BF in deep
(>1 cm) tissues.

In standard DCS, which uses a CW light source, photons that
travel all the path lengths in the tissue are detected without dis-
crimination. On the contrary, using a pulsed light source, it is
possible to measure the photon time-of-flight (ToF) and, thus,
to select a specific range of path lengths. By exploiting the rela-
tionship between photon ToF and mean penetration depth,3,4

depth-discrimination in the BF can be enabled, which is the first
advantage of the newly emerging time-domain (TD) DCS with
respect to standard (i.e., CW) DCS.5,6 A second advantage is the
parallel estimation, using the same probe, of the tissue optical
properties. This has been shown to increase the accuracy of the
BF estimation7 and allows, by using more than one wavelength,

the determination of oxy- and deoxyhemoglobin concentrations
alongside BF.

The first proof-of-concept of TD-DCS was given by Yodh
et al.8 In this work, by using a gating scheme based on an optical
delay line and a nonlinear crystal, they showed that it is possible
to measure path length resolved autocorrelation functions.
However, their scheme was quite complex and needed a high
optical power, unsafe for in vivo applications. Recently, a dem-
onstration on phantoms and small animals was given by Sutin
et al.,5 where a pulsed laser and a time-correlated single-photon
counting (TCSPC) module were used to measure the BF with
narrow (tens of picoseconds) time gates. This allowed the
researchers to overcome an important barrier, namely the limited
temporal coherence of a pulsed light source. Later, Pagliazzi
et al.6 overcame the signal-to-noise ratio (SNR) barrier for
human in vivo measurements, by using a custom-made mode-
locked pulsed light source and broader (few nanoseconds) tem-
poral gates. A hardware gating acquisition scheme, which uses
fast-gated single-photon detectors enabling very short source–
detector (SD) separation measurements, was also recently
demonstrated.9 Recently, a theoretical model for TD-DCS in
multilayer turbid media has been proposed for improving data
analysis in nonhomogeneous biological tissues.10

Another method to achieve path length resolved DCS, initi-
ated by the works of Tualle et al.,11,12 has been recently shown to
be available in vivo on small animals.13 While in TD-DCS, path
lengths are resolved based on their ToF, and interferometric
measurements achieve the same goal by sweeping source wave-
length in time. This promising technique, which can directly
measure the electric field autocorrelation function, has not yet
been translated to humans.
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The current challenges of the technique are both on the tech-
nological side, regarding the development of effective source
and detection schemes, and on the theoretical side, for the
improvement of the physical understanding, necessary for data
analysis. In this context, our work focuses on the study of finite
temporal resolution effects in TD-DCS. These effects were very
recently studied using a model that is applicable only to narrow
time gates.14

Here, we argue, as in our earlier work,6 that broad gates are
crucial to achieve a good SNR and, motivated by this argument,
build a more complete mode. This approach would also permit
movement toward an accurate depth-resolved BF measurement,
and can be useful for driving hardware design. As we show,
these effects have an important impact on the accuracy of the
BF estimates. We also provide and validate a model for BF
estimation in the case of a realistic (i.e., nonideal) TD-DCS
experiment.

In the following, we derive the model, based on the instru-
ment response function (IRF), for describing gated autocorrela-
tion functions (Sec. 2); then, we describe the Monte Carlo (MC)
simulator, the experimental system, and the phantom model
exploited (Sec. 3); then the validation of the model with a nu-
merical simulation (Sec. 4) and a phantom experiment (Sec. 5)
are presented. Finally, some discussion and conclusions are
reported (Sec. 6).

2 Theory
In classical CW-DCS, for ergodic systems and infinitely coher-
ent sources (i.e., sources with coherence length much greater
than the mean path length of photons in the sample), the nor-
malized intensity autocorrelation function g2ðτÞ, where τ is the
correlation delay time, can readily be related to the normalized
electric field autocorrelation function g1ðτÞ, by means of the so-
called Siegert relation:15,16

EQ-TARGET;temp:intralink-;e001;63;377g2ðτÞ ¼ 1þ βjg1ðτÞj2: (1)

Here, β is a constant, equal to one for an ideal experiment,
that is proportional to the inverse of the number of detected
modes and decreases for decreasing source coherence length.
We note that β halved by the use of the typical unpolarized
source–detection pairs in DCS experiments.

In the diffusive limit, we have15,17

EQ-TARGET;temp:intralink-;e002;63;279g1ðτÞ ¼
Z

∞

0

fðsÞg1;sðτ; sÞds; (2)

where fðsÞ ¼ RðsÞ
∫ ∞
0
RðsÞds is the normalized distribution of photon

path lengths, often estimated with the theoretical time-resolved
diffuse reflectance RðsÞ, and g1;sðτ; sÞ ¼ e−ksτ is the normalized
electric field autocorrelation for a single path length s ¼ vt,
where v is the speed of light in the medium (assumed constant)
and t is the photon ToF. Furthermore, the parameter kðcm−1 s−1Þ
is the autocorrelation decay rate per unit path length, which is
equal to 2μ 0

sk20αDB. Here, k20 is the square of the wavenumber of
light in the medium, α is the fraction of moving scatters, μ 0

s is the
reduced scattering coefficient, andDB is the Brownian diffusion
coefficient of the scatterers. In most biological media, in fact,
photons undergo many scattering events along their path from
the source to the detector. Each scattering event with a moving
particle gives rise to a fluctuation of the detected speckle inten-
sity, contributing to the decay of the electric field autocorrelation

function. Assuming the fields from different paths to be uncor-
related, in Eq. (2), g1ðτÞ is obtained as a weighted average over
the entire path length distribution.

In a TD-DCS experiment, Eq. (2) is modified to account for
the selection of the path lengths in a specific range ½s0; s0 þ Δs�,
where s0 is the gate opening path length and Δs is the gate
width. The parameter s0 is chosen to probe the BF at different
depths: with earlier or later gate positions, superficial or deeper
BF is measured, respectively. Thus, we can write as follows:

EQ-TARGET;temp:intralink-;e003;326;653g1ðτÞ ¼
Z

s0þΔs

s0

fðsÞg1;sðτ; sÞds: (3)

In a realistic TD-DCS experiment, it is worth noting that the
injected light pulse has a finite temporal duration and the detec-
tor has a finite temporal response/resolution. When the photon
ToFs are recorded (e.g., using a TCPSC module) and are sub-
sequently time-gated via software, the system can be assumed to
be linearly time-invariant and, thus, is fully characterized by
measuring its IRF. IRF is typically obtained by facing the injec-
tion and the collection fibers against each other while taking care
to fill all the modes. Notably, the assumption of temporal invari-
ance may not be valid when a fast-gated detector is used for
gating the photons via hardware, which does so by switching
on the detector only in the desired temporal window.18,19

We note that Eq. (3) holds only in the case of an ideal system,
for which IRF ¼ δðtÞ, where δ is the Dirac delta function. In the
case of an ideal system, it is assumed that it is possible to mea-
sure the photon path length s with a perfect accuracy and thus
select, by temporal gating of the distribution of time-of-flight
(DTOF), a specific range ½s0; s0 þ Δs� of path lengths. On the
other hand, in a real system, the path length selection is affected
by inaccuracies due to the system’s nonideal temporal response.
This is because the path length that a photon ideally that under-
goes in the medium (i.e., the ideal path length, s 0) can differ
from the path length that we estimate using the measured
ToF (i.e., the measured path length, s) in a stochastic manner.
In time-resolved spectroscopy,19 the spreading of path length is
well known and affects the expression of the normalized distri-
bution of path lengths: f̃ðsÞ ¼ R̃ðsÞ∕∫ þ∞

−∞ R̃ðsÞds, where R̃ðsÞ ¼
∫ þ∞
−∞ IRFðs 0ÞRðs − s 0Þds 0 is the convolution by the IRF of the

theoretical time-resolved diffuse reflectance RðsÞ.
In our approach, the expression of g1;sðτ; sÞ, the normalized

electric field autocorrelation for a single path length, in the real-
istic case is calculated as a weighted average of its value in the
ideal case. Assuming a fixed measured path length s, the number
of detected photons within an infinitesimal interval of path
lengths between s 0 and s 0 þ ds 0 can be expressed as dN ¼
IRFðs 0ÞRðs − s 0Þds 0. We, therefore, have

EQ-TARGET;temp:intralink-;e004;326;212g̃1;sðτ; sÞ ¼
R
g1;sðτ; s − s 0ÞdNR

dN

¼
Rþ∞
−∞ g1;sðτ; s − s 0ÞIRFðs 0ÞRðs − s 0Þds 0Rþ∞

−∞ IRFðs 0ÞRðs − s 0Þds 0 : (4)

Finally, in the realistic case, Eq. (3) is modified as follows:

EQ-TARGET;temp:intralink-;e005;326;126g1ðτÞ ¼
Z

s0þΔs

s0

f̃ðsÞg̃1;sðτ; sÞds: (5)

After additional steps (see Sec. 7), assuming ∫ þ∞
−∞ IRFðsÞds ¼ 1

for normalization, we obtain our main result as follows:
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EQ-TARGET;temp:intralink-;e006;63;752g1ðτÞ¼
Z

s0þΔs

s0

�Z
∞

0

fðs 0Þg1;sðτ;s 0ÞIRFðs− s 0Þds 0
�
ds: (6)

Equation (6) can be rewritten in the following way:

EQ-TARGET;temp:intralink-;e007;63;705g1ðτÞ ¼
Z

∞

0

EGFðs 0Þfðs 0Þg1;sðτ; s 0Þds 0; (7)

where we have defined the effective gate function (EGF) as

EQ-TARGET;temp:intralink-;e008;63;652EGFðs 0Þ ¼
Z

s0þΔs

s0

IRFðs − s 0Þds: (8)

The function EGFðs 0Þ can be interpreted as the probability,
for a photon with ideal path length s 0, to be mapped into the
range ½s0; s0 þ Δs� or equivalently in the corresponding time
gate. This function models the fact that, due to finite temporal
resolution, also path lengths outside the gate can be assigned to
it, contributing to the measured autocorrelation decay rate.

To understand the physical meaning of the EGF, Fig. 1 shows
two computed EGFs, for an early and a late gate, using an IRF
measured with our experimental system.6

The measured IRF in Fig. 1 is a composition of the bell-
shaped excitation pulse and the detector temporal response.
The IRF width [full width at half-maximum (FWHM)] is
determined mainly by the input pulse, having a duration of
∼300–400 ps since the time jitter of the detector and the tem-
poral broadening of the graded-index and single-mode fibers we
used are much smaller than the width of the laser pulse. The long
diffusion tail is a characteristic of the single-photon avalanche
diode that was used and depends on the detector architecture.18

From Fig. 1, it is also possible to see how the ideal gating prob-
ability (equal to 1 inside the gate and 0 outside) is modified by
the IRF. In fact, the EGF describes, for each time point, how
much this ideal gating probability is distorted by the finite tem-
poral resolution of the system. Due to the characteristic tail of
the IRF toward positive times, many short path length photons
are mapped into the late gate and contribute to its autocorrelation
decay rate (see the leading edge of EGF L in Fig. 1). This effect

is non-negligible due to the higher number of early photons
compared to late ones.3,4

We note that Eqs. (7) and (8) are applicable for any gate
width and predict a distortion of the autocorrelation function
also in the narrow gate limit used in Ref. 5. In fact, in this limit,
by means of the well-known mean value theorem for integrals,
we can write [compared to Eq. (8)] as follows:

EQ-TARGET;temp:intralink-;e009;326;675EGFðs 0Þ ¼
Z

s0þΔs

s0

IRFðs − s 0Þds ¼ IRFðs − s 0ÞΔs; (9)

where s is a value in the range ½s0; s0 þ Δs�. In the narrow gate
limit, s is the measured path length (or the detection time) and
Eq. (7) reduces to:

EQ-TARGET;temp:intralink-;e010;326;598g1ðτÞ ¼ Δs
Z

∞

0

IRFðs − s 0Þfðs 0Þg1;sðτ; s 0Þds 0; (10)

which is equivalent to what has been shown in a recent publi-
cation,14 except for the coherence length term, which we are
ignoring. Thus, our model extends the previous results to a
broader range of applicability (i.e., broad gates).

3 Materials and Methods

3.1 Monte Carlo Simulator

To study the signals involved in a TD-DCS experiment, we have
performed MC simulations using software developed at ICFO
based on the MCML algorithm.20 In particular, we have simu-
lated a semi-infinite homogeneous medium surrounded by air in
the reflectance geometry by assigning the reduced scattering
coefficient (μ 0

s), the absorption coefficient (μa), and the refrac-
tive index (n). We have considered a collimated beam
perpendicular to the surface and placed, at a fixed SD separation
ρ, a 1 mm/side cubic detector. For every detected photon packet
i, the path length in the medium si and the arrival weightWi are
recorded in a history file. In postprocessing, the ToF is calcu-
lated starting from the path length. To introduce the timing inac-
curacy of the system, for every detected packet, we have added
to the before mentioned ToF a time shift Δt obtained by per-
forming an MC sampling20 of a realistic IRF. First, the IRF
cumulative distribution function (CDF) is computed by numeri-
cal integration, then the Δt, such that the CDF is equal to a given
random number ξ ∈ ½0;1�, is selected. Finally, the gated autocor-
relation function is computed, in diffusive approximation, in the
following way:15

EQ-TARGET;temp:intralink-;e011;326;243g1ðτÞ ¼
XN
i¼1

Wi expð−2μ 0
sk20DBsiτÞ; (11)

where the sum is over the N detected photon packets with
updated ToF belonging to the considered temporal gate, and the
weights are normalized such that

P
N
i¼1 Wi ¼ 1. Here, DB is the

simulated value of the blood flow index (BFI), assumed constant
and uniformly distributed in the medium.

3.2 Experimental Set-up

For experimental validation, we have used the custom-made Ti:
Sapphire laser source, operated in active mode-locking, that was
deployed in our previous works.6,9 The acousto-optic modulator
permits the phase-locking of the longitudinal modes, enabling a

Fig. 1 An IRF measured with our experimental system, and corre-
sponding EGF for two gates: early (E, from −1 to 0.9 ns) and late
(L, from 0.9 to 5.9 ns). Blue and red shaded areas correspond,
respectively, to the early and late gate regions. The peak of the
IRF was set as time zero.

Neurophotonics 035001-3 Jul–Sep 2019 • Vol. 6(3)

Colombo et al.: Effects of the instrument response function and the gate width. . .



pulse repetition frequency of 100 MHz. The wavelength λ was
tuned to 785 nm. The light was sent to the surface of the sample
using a 200-μm core step-index fiber and the diffused light,
recollected with a 5-μm core single-mode fiber (780 HP,
Nufern, East Granby, Connecticut), was delivered to a single-
photon avalanche diode detector (PDM, Micro Photon
Devices, Bolzano, Italy). We have implemented optical coupling
of the fibers with laser and the detector, respectively, by using a
combination of lenses and aperture irises, which were adjusted
manually. A synchronization signal was generated using a
beam-splitter and photodiode (OCF-401, Becker & Hickl,
Berlin, Germany) placed at the source’s output. ATCSPC mod-
ule (PicoHarp 300, PicoQuant, Berlin, Germany) recorded, for
every detected photon, two quantities: the photon time stamp,
so-called arrival time, and, with a resolution of 8 ps, the delay
with respect to the synchronization signal, so-called pulse time.
To stay within maximum sync rate of the TCSPCmodule, which
is 84 MHz, a SYNC divider circuit (SDC, developed in our lab-
oratory) was used to reduce the sync rate by two times to
50 MHz. The SDC operates on the photodiode electronic signal
by removing the signal generated by exactly one pulse from
every two pulses. The resulting TCSPC histogram is composed
of two identical replicas, separated by a laser pulse period
(10 ns), which are summed together in postprocessing in order
not to lose useful photons. More details on the setup can also be
found in Ref. 6. The IRF was acquired by facing the input and
output fibers, separated by a thin polytetrafluoroethylene sheet.
Its FWHM was ∼400 ps, see Fig. 1.

3.3 Phantom Studies and Data Analysis

We have mixed a tissue-mimicking homogenous liquid phantom
by adding 6.5% in mass of Lipofundin (B. Braun Melsungen
AG, Germany) to water.21 The phantom optical properties
were estimated with our system to be μa ¼ 0.023 cm−1 and
μ 0
s ¼ 10 cm−1 by fitting the measured DTOF curve with the

theoretical time-resolved diffuse reflectance for a semi-infinite
homogeneous medium, convolved with the IRF.4 The optical
coefficients are then used to compute the normalized path length
distribution fðsÞ by normalizing the theoretical reflectance RðsÞ
to the unitary area. We note that RðsÞ can also be estimated
directly by deconvolving the IRF from the measured DTOF.22

This method could be an alternative to estimate the path length
distribution, but a high number of counts than the used approach
is necessary for a correct inversion to avoid noise in the results.
After the experiment, the gated autocorrelation function is com-
puted using the software correlator, as was used in our previous
work.6 Its working principle can be divided conceptually into
two parts. First, the photons with pulse time belonging to the
desired temporal window are selected. Then, the arrival times
of the selected photons are correlated with the fast photon auto-
correlation algorithm described in Ref. 23.

4 Simulations
To validate the proposed model, we have performed an MC sim-
ulation, as described in Sec. 3.1. We have simulated a system
with the same optical properties of the phantom described in
Sec. 3.3. The simulated values of the other parameters were
ρ ¼ 1.2 cm, n ¼ 1.33, and DB ¼ 1 × 10−8 cm2 s−1. We have
launched 108 photons and randomly divided the detected ones
into 26 groups (to match the number of groups used in the
experiments) to obtain a collection of autocorrelation functions
for evaluating their variability with respect to the sampling noise

and used for random sampling the IRF of our experimental sys-
tem. The high number of photons was chosen to obtain good
convergence of the simulated reflectance curves. We note that
in order to simulate realistic experimental noise in the autocor-
relation functions, a proper TD-DCS noise model is needed that
takes the correlator structure into account in a similar manner
done for CW-DCS.15

We have considered two broad temporal gates: an early gate,
starting well before the rise of the DTOF to where it falls below
2% of its peak value (i.e., from −1 to 0.9 ns, where we set t ¼ 0
at the peak of the IRF), and a late gate, from that point to where
the DTOF is smaller than 0.1% of its peak value (i.e., from 0.9 to
5.9 ns). After computing the autocorrelation functions using
Eq. (1), we have performed a fit for DB using Eqs. (3) and
(7) for an uncorrected and IRF-corrected fit, respectively. The
fit minimizes the mean squared error between the simulated
g1 and the model, using the MATLAB (MathWorks) function
“fminsearch,” which exploits the Nelder–Mead simplex method.
We have chosen a fitting region from τ ¼ 1 μs to the point were
g1 ¼ 0.7, for the late gate, and g1 ¼ 0.5, for the early gate. The
starting and ending points of the fit are values typically used in
TD-DCS experiments, to reject after-pulsing effects and regions
that are effected by the probe contact, superficial heterogeneities
and high noise, respectively.6,9 The different ending limit for the
late gate was chosen to reject contaminations from small path
length photons, which are characterized by slower decay rates
and thus decorrelate at a larger τ.

Figure 2 shows a comparison between the theoretical auto-
correlations, using the IRF-corrected and uncorrected models,
and the simulated ones in the presence of the IRF, averaged over
the 26 groups. In addition, a comparison between the DB
retrieved with an uncorrected and IRF-corrected fit of the simu-
lated autocorrelations is shown, also for the case of ungated
acquisition (from −1 to 5.9 ns).

From Fig. 2, it is possible to see that the uncorrected model
does not describe the behavior of the gated autocorrelation func-
tions correctly, in particular in the late gate case. On the other
hand, the corrected model better matches the simulated auto-
correlations for both early and late gates. By making use of
the corrected model for a fit of the simulated autocorrelations,
the estimated DB becomes very close to the expected value
(1 × 10−8 cm2 s−1) for both the gates and also ungated acquis-
ition. In the late gate case, the one more affected by the IRF, the
error is reduced from 34� 1% to 3� 2%.

4.1 Simulations for Different Optical Properties and
Source-Detector Separations

To further validate the model, the simulation has been repeated
for different values of optical properties and source–detector
separations. We simulated six media with different combina-
tions of absorption and reduced scattering coefficients, as speci-
fied in Table 1. In each simulation, 108 photons were launched
and recollected at three different SD separations: ρ ¼ 1.2, 2, and
3 cm. The simulated value of DB was kept to 1 × 10−8 cm2 s−1

in all cases. After the simulations were launched, the gated auto-
correlations (early and late) were computed using the same tem-
poral limits of the previous section. Figure 3 shows the fitted
values of the BFI for the two temporal gates and ungated acquis-
ition, using the uncorrected and IRF model.

Using the uncorrected model, the discrepancy between early
and late gate BFI is high, especially for small SD separations
and high absorption coefficients, probably due to the smallest
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width of the path length distribution. The dependence of the
error on the reduced scattering coefficient is lower.
Conversely, by using the IRF-corrected model, it is possible
to recover a good agreement between the gated BFIs for all the
considered values of optical properties and SD separation, with
an error always smaller than 3%.

5 Experiments
We have then performed a homogenous phantom experiment,
using the liquid mixture with optical properties specified in
Sec. 3.3 and an SD separation ρ ¼ 1.2 cm. We have considered
five temporal gates, in which the first one is centered at the peak
of the IRF (i.e., t ¼ 0 ns). Each gate had a width of 1 ns and
overlapped 500 ps to the previous one. Using the measured
arrival times and ToFs, for each gate, we have computed 20
autocorrelations g1ðτÞ with 1-s integration time for 20 s and

averaged them, repeating this 26 times, for a total of 520 s
of acquisition. The group duration was chosen to increase the
SNR of the autocorrelation curves while maintaining a sufficient

Table 1 Simulated values of reduced scattering coefficient, absorp-
tions coefficient, and Brownian diffusion coefficient for the six simu-
lated media.

Medium
name

Reduced scattering
coefficient
μ 0
s (cm−1)

Absorption
coefficient
μa (cm−1)

Diffusion
coefficient

DB (cm2 s−1)

a 5 0.023 1 × 10−8

b 5 0.1 1 × 10−8

c 5 0.2 1 × 10−8

d 10 0.023 1 × 10−8

e 10 0.1 1 × 10−8

f 10 0.2 1 × 10−8

Fig. 3 (a)–(f) Retrieved values of DB for the six combinations of opti-
cal properties specified in Table 1, using the uncorrected (UNC) and
IRF-corrected (COR) models, for the two gates (early and late) and
ungated acquisition. Each column corresponds to a different value
of SD separation.

Fig. 2 (a) IRF considered in the simulation, theoretical (th) reflectance R for an ideal system and simu-
lated (sim) DTOF curve with sampling of the IRF. (b) The comparison between the average simulated
autocorrelation with IRF and the uncorrected (UNC) and IRF-corrected (COR) theoretical autocorrela-
tions is shown for early (E) and late (L) gates. (c) Average and standard deviation of the retrieved DB
using the uncorrected and corrected models for the two gates and ungated acquisition.
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number of groups to obtain reliable statistics from the fitted BFI.
For all the autocorrelations, the fitting interval was chosen from
τ ¼ 10−6 s to the point where g1 ¼ 0.5.

Figure 4 shows the measured autocorrelation functions aver-
aged over all the temporal windows and the corresponding fits,
uncorrected and IRF-corrected, for an early and a late gate,
centered at t ¼ 0 ns and t ¼ 1.5 ns, respectively. We also show
a comparison between the retrieved BFI using the uncorrected
and IRF-corrected models, together with error-bars indicating
their standard deviations along the 20 s blocks, and the average
ungated value retrieved fitting the corresponding autocorrelations
with the CW solution of the correlation diffusion equation.1

As it is possible to see from Fig. 4, the uncorrected and IRF-
corrected models give similar fit quality in the considered
regions. The obtained value of the β parameter decreases gradu-
ally from 0.35 for the first gate to 0.22 for the last. The β param-
eter changes depending on the gate position, as already reported
in Refs. 5 and 6, due to the different degree of interference aris-
ing from the gating of the DTOF and the finite laser coherence
length.14 The tail in the measured late gate g1ðτÞ at large τ may
be due to larger noise induced by the lower number of photons
collected at later ToFs, further study is required to clarify this
point. However, the impact of the tails on the results is negligible
since they were excluded by the fitting area. After the IRF cor-
rection, the discrepancy between theDB retrieved from the gated
autocorrelations and the ungated ones is strongly reduced. For
the later gates (t ≥ 1 ns), which show a larger distortion, the
error is reduced from 37% to 3% on average. Since the medium
is homogeneous, we do not expect any difference between ear-
lier and later gates. Therefore, the IRF correction largely com-
pensates the discrepancy in the early-late result caused by the
nonideal acquisition system.

6 Discussion and Conclusion
In this work, we have proposed a model to describe a realistic
TD-DCS experiment, characterized by a finite temporal

resolution, based on measurable or known quantities, such as
the IRF and the time/path length gate limits. We have introduced
a function, called EGF, that quantifies the path length selection
capabilities of the experimental system. In this framework, the
distortions in the autocorrelation functions are explained as
contaminations from path lengths in the proximity of the gate.
In particular, the use of this model for IRF correction permitted
to reduce the error in the retrieved BFI for the late, broad gate
from 34% to 3% when MC simulations are considered.
Moreover, in a homogeneous phantom experiment, the use of
the proposed model reduced the BFI difference between gated
and ungated autocorrelations from 37% to 3%.

Regarding the limits of validity of our method, it is worth
noting that the model is applicable to any gate width since it
takes into account the time interval considered for the compu-
tation of the autocorrelation function. A further improvement for
our method could be to consider the finite coherence length
effects as in Ref. 14 by adapting the theory described in
Ref. 16. While the coherence effects are not taken care of, the
results in Fig. 4 and in Sec. 7 (Fig. 5) demonstrate that as long
as the laser is sufficiently coherent, as indicated by relatively
high β value, the model is able to use wide gates and account
for the IRF effects. In Sec. 7, we show that the model is able to
correctly retrieve the dynamic properties down to a pulse-width
of 200 ps. Further modeling of coherence effects should
improve this but it is beyond the scope of this work due to the
complexity of accurate measurements of the coherence length
of this versatile, tunable laser. We note that the method was
checked for homogeneous media, but it may be generalized
to heterogeneous samples, for instance, to a layered medium.

To conclude, the method described in this work, which can
also be applied to in vivo data, paves the way to an accurate
depth-resolved BF measurement. This is a critical step for many
biomedical applications, where the discrimination of deeper
BF from superficial BF is necessary. In addition, this work can
provide useful guidance for hardware design since it permits one

Fig. 4 (a) IRF, theoretical (th) reflectance R for the ideal system, and measured DTOF curve. (b) The
comparison between the average measured autocorrelations and the corresponding uncorrected (UNC)
and IRF-corrected (COR) fits (fit) is shown for an early (E) and a late (L) gate, centered at t ¼ 0 and
1.5 ns, respectively. (c) Average and standard deviation (along the 20 s blocks) of the retrieved DB for
each temporal gate, using the uncorrected and IRF-corrected models, compared to the ungated (CW)
value.
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to understand the role of different parameters, such as detector
diffusion tail, on the overall system performance.

7 Appendix

7.1 Derivation of the Expression for the Nonideal
Electric Field Autocorrelation Function

In this appendix, we report the calculations to derive Eq. (6)
from Eq. (5). Starting from Eq. (5) and substituting the expres-
sions of f̃ðsÞ and g̃1;sðτ; sÞ, we obtain

EQ-TARGET;temp:intralink-;e012;63;639

g1ðτÞ ¼
Z

s0þΔs

s0

f̃ðsÞg̃1;sðτ; sÞds

¼
Z

s0þΔs

s0

R̃ðsÞRþ∞
−∞ R̃ðsÞds

×

Rþ∞
−∞ g1;sðτ; s − s 0ÞIRFðs 0ÞRðs − s 0Þds 0Rþ∞

−∞ IRFðs 0ÞRðs − s 0Þds 0 ds

¼
Z

s0þΔs

s0

R̃ðsÞRþ∞
−∞ RðsÞds

×

Rþ∞
−∞ g1;sðτ; s − s 0ÞIRFðs 0ÞRðs − s 0Þds 0

R̃ðsÞ ds:

(12)

In the above passages, we have used the relations R̃ðsÞ ¼
∫ þ∞
−∞ IRFðs 0ÞRðs − s 0Þds 0 and ∫ þ∞

−∞ R̃ðsÞds ¼ ∫ þ∞
−∞RðsÞds; this

last is valid if ∫ þ∞
−∞ IRFðsÞds ¼ 1. Then, Eq. (12) can be rewrit-

ten as follows:

EQ-TARGET;temp:intralink-;e013;326;752

g1ðτÞ ¼
Z

s0þΔs

s0

Z þ∞

−∞
g1;sðτ; s − s 0ÞIRFðs 0Þ

×
Rðs − s 0ÞRþ∞
−∞ RðsÞds ds

0 ds

¼
Z

s0þΔs

s0

Z þ∞

−∞
g1;sðτ; s − s 0ÞIRFðs 0Þfðs − s 0Þds 0 ds

¼
Z

s0þΔs

s0

Z
∞

0

g1;sðτ; s 0ÞIRFðs − s 0Þfðs 0Þds 0 ds:

(13)

In the above passages, we have used the relations

fðs − s 0Þ ¼ Rðs−s 0Þ
∫ þ∞
−∞Rðs−s 0Þds ¼

Rðs−s 0Þ
∫ þ∞
−∞RðsÞds and the commutative prop-

erty of convolution. Note that in the last step, we started the
integration from s 0 ¼ 0 since the ideal path length distribution
fðs 0Þ is equal to zero for negative path lengths.

7.2 Coherence Length Effects on Amplitude and
Decay-Rate of the Autocorrelations

To study the effects of limited coherence length in the autocor-
relation functions, we have performed a phantom experiment
decreasing gradually the width of the laser pulse. Through
increasing the radio-frequency power of the acousto-optic
modulator, we obtained five different values of IRF FWHM,
from ∼500 ps down to 150 ps. We have prepared a calibrated
liquid phantom with the same receipt used in Sec. 5 and used an
SD separation ρ ¼ 1.5 cm, measuring 30 ungated autocorrela-
tions with 10-s integration time each, for a total acquisition time
of 300 s. Figure 5 shows the resulting intensity and, using the
Siegert relation, electric field autocorrelation functions. Also,
we show the dependence of the measured β and the estimated
BFI, using the CW solution of the correlation diffusion equa-
tion, on the IRF FWHM.

Fig. 5 (a) Intensity and (b) electric field autocorrelation functions (g2 and g1) for different IRF FWHM.
(c) Dependence on the IRF FWHM of the measured β and (d) corresponding BFI estimation.
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Decreasing the pulse width degrades the value of β as
expected by the lowering of the coherence length. However,
down to IRF FWHM of the order of 200 ps, the shape of the
g1 curve and the BFI estimation are not significantly distorted
compared to the initial configuration (maximum IRF FWHM).
Thus, for pulse widths above that threshold, neglecting the
coherence length term should be a good approximation, espe-
cially for gate widths smaller than the width of the path length
distribution, where β is larger compared to the ungated case.
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