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Abstract. In recent years, it has been demonstrated that using functional near-infrared spectroscopy (fNIRS)
channels with short separations to explicitly sample extra-cerebral tissues can provide a significant improvement
in the accuracy and reliability of fNIRSmeasurements. The aim of these short-separation channels is to measure
the same superficial hemodynamics observed by standard fNIRS channels while also being insensitive to the
brain. We use Monte Carlo simulations of photon transport in anatomically informed multilayer models to deter-
mine the optimum source–detector distance for short-separation channels in adult and newborn populations.
We present a look-up plot that provides (for an acceptable value of short-separation channel brain sensitivity
relative to standard channel brain sensitivity) the optimum short-separation distance. Though values vary across
the scalp, when the acceptable ratio of the short-separation channel brain sensitivity to standard channel brain
sensitivity is set at 5%, the optimum short-separation distance is 8.4 mm in the typical adult and 2.15 mm in
the term-age infant. © 2015 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.NPh.2.2.025005]
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1 Introduction
Functional near-infrared spectroscopy (fNIRS) is an optical
technique that uses near-infrared light to monitor cortical func-
tional activation. Human tissues are relatively transparent to
light in the near-infrared range where the dominant absorbers
are oxygenated (HbO) and deoxygenated (HbR) hemoglobin.
As these two chromophores have significantly different absorp-
tion spectra, the changes in the intensity of light emitted by
a source placed on a subject’s scalp and backscattered to a
detector located at a distance of several centimeters can be
used to recover the changes in HbO and HbR concentration
occurring in the cerebral cortex.1,2

The interaction between near-infrared light and biological
tissue is dominated by optical scattering.2 As a result, the path
traveled by near-infrared photons in tissue resembles a random
walk. The fluence distribution produced by a source transmitting
light into such highly scattering media can be determined
using a range of numerical methods, including the finite-element
method, (which discretizes the diffusion approximation to the
radiative transfer equation into mesh elements3) and more
explicit Monte-Carlo simulation approaches.4,5 By taking the
element-wise product of the fluence distribution of the source
with the adjoint fluence distribution of the detector modeled as
a source, the photon measurement density function (PMDF) can
be calculated. This distribution gives the probability of the
detected near-infrared light traveling through a given region of
tissue, which can also be thought of as how sensitive the fNIRS
measurement will be to changes in chromophore concentration
in that region of tissue.

Increasing the distance between the source and detector of
near-infrared light will generally increase the proportion of
detected photons that have traveled through deeper tissues, thus
increasing the sensitivity of that channel to the brain. However,
this increase in sensitivity to deeper tissues is at the expense of a
lower signal-to-noise ratio (SNR) in the measured signal,6 sim-
ply because fewer photons will make it to the detector, per unit
time, without being absorbed. It has been shown that, for the
adult population, a source–detector distance of 30 mm is a good
compromise between providing reasonable sensitivity to the
cortex and enough detected light to provide an acceptable SNR.7,8

In the infant population, due to the thinner scalp and skull, the
typical fNIRS source–detector distance is 20 or 25 mm.9,10

The human scalp and skull tissues are highly vascularized
and their mean total thickness in the adult head is ∼13 mm.11

Light traveling from a source to a detector must pass through
these layers twice. As a result, fNIRS measurements are highly
sensitive to scalp and skull tissues; in fact, fNIRS measurements
are significantly more sensitive to these superficial layers than
they are to the brain.12 This means that the signal measured by
standard fNIRS channels contains the effect of hemoglobin con-
centration changes occurring not only in the brain, but also in
scalp and skull tissues. This contamination of the fNIRS signal
with superficial hemodynamic fluctuations is a well-known
problem in the fNIRS field and remains one of the biggest chal-
lenges for fNIRS technology.13–15 Fluctuations in HbO and HbR
concentrations in the superficial tissues arise from cardiac activ-
ity, respiration, changes in blood pressure, and vasomotion.16,17

Not only is this superficial signal contribution typically larger
than the functional brain signal, it covers the same frequency
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spectrum and can even be temporally correlated with the func-
tional task. Increases in heart rate and blood pressure are
common responses to a functional challenge. Furthermore,
a recent study by Gagnon et al.13 has shown that this physiologi-
cal interference is not homogeneous across the head, but varies
from location to location. More specifically, Kirilina et al.14 have
recently shown that the primary origin of task-evoked superficial
signal are the veins that drain the scalp. All of these factors make
the recovery of brain hemodynamics from fNIRS data extremely
challenging. It is, therefore, of maximal importance to fNIRS
that effective methods are employed to remove these physiologi-
cal noise confounds in order to recover the true brain signal and
avoid mistaking erroneous superficial signals for functional acti-
vation of the brain.

In 2005, Saager and Berger presented a promising solution to
this problem.18 By exploiting the relationship between source–
detector distance and depth sensitivity, they suggested the use of
a channel with a very small source–detector separation with the
aim of probing only the extra-cerebral tissues (i.e., scalp and
skull). The signal measured by this short-separation (SS) chan-
nel could then be used to regress superficial components from
the standard fNIRS signal, thus isolating the cortical functional
response. Since then, many groups have presented work on this
topic to try to solve both the hardware and software challenges it
evokes. From a hardware perspective, SS channels can cause
two main problems: (1) given the short distance between source
and detector, the high intensity of collected light can cause
detector saturation; this can be partly solved by either employing
detector fibers with a smaller collection diameter or by using
optical filters19 and (2) the short distance between source and
detector calls for a miniaturization of the subject-end of the opti-
cal fibers in order to physically fit the two optodes so close to
one another. From a software perspective, the challenge has
been to produce and implement a suitable algorithm to regress
the SS signal from that of the standard fNIRS channel. More and
more papers have stressed the importance of using SS channels
in all fNIRS acquisitions and several algorithms to regress
superficial signals have been implemented.18,20–22

Despite the increased interest in this topic, neither the
software nor hardware challenges can be solved without first
determining how short the SS channels should, in fact, be.
Recent studies have shown that the brain sensitivity (BS) of
standard fNIRS channels varies significantly across the head
due to the spatial variation of scalp, skull, and cerebrospinal
fluid (CSF) thickness.11,23 Research groups are currently using
SS channels at source–detector separations ranging from 5 to
13 mm.12,20,21,24 While hardware constraints may, to some
extent, dictate the range of possible SS channel distances, to
our knowledge, there has been no attempt to explicitly and quan-
titatively define the optimum source–detector separation for SS
channels. The ideal SS channel would have zero sensitivity to
the brain while exhibiting the exact same distribution of sensi-
tivity to the scalp and skull tissues as the standard separation
channel. Clearly, this ideal case is impossible; every fNIRS
channel will have a nonzero sensitivity to the brain because
of the continuous nature of the PMDF. However, it is possible
to determine an SS distance that strikes a balance between min-
imizing BS and maximizing the spatial overlap between the sen-
sitivity distributions of the SS channel and the standard channel
in the skull and scalp layers.

In this study, we performed a series of Monte Carlo simula-
tions on multilayered slab models with tissue thicknesses

representative of both the adult and newborn infant populations
in order to determine optimum SS distance.

2 Material and Methods

2.1 Head Models and Thickness Computation

Given the large number of Monte Carlo simulations required to
calculate optimum short-channel separation in both adults and
infants, we determined that the most efficient approach would be
to produce a range of physiologically accurate multilayered slab
models. This approach has a number of advantages. First, it will
be less dependent on local anatomy than choosing any specific
locations on an adult or infant head model. Second, the dimen-
sions of the slab model can be much smaller than those of an
adult, or even infant head model, which improves computational
efficiency. Third, using a voxelized space allows the use of
GPU-accelerated Monte Carlo simulation approaches.

To ensure that these slab models accurately represented adult
and neonatal physiology, it was first necessary to determine the
thickness (and variation in thickness) of each tissue layer in each
anatomical model. To achieve this, we used two established,
atlas-based models of head anatomy.

The nonlinear MNI-ICBM152 atlas25 was the basis of our
adult head model. A multilayer tissue mask, segmented into five
layers [skull, scalp, CSF, gray matter (GM), and white matter
(WM)], was obtained using the MRI tissue probability maps for
brain tissue segmentation and the methods developed by Perdue
and Diamond26 for scalp and skull segmentation. Surface
meshes for scalp, skull, CSF, and GM were created with the
iso2mesh toolbox27 with the cgalmesher option.28 The maxi-
mum element area was set to 1 mm2 in order to obtain high-
density surface meshes. All surface meshes were smoothed
with a low-pass filter, which Bade et al.29 have shown to be the
best volume preserving smoothing algorithm. This adult head
model package is freely available online.30

The four-dimensional (4-D) neonatal head model described
previously by Brigadoi et al.31 was used as our infant head
model. This package provides multilayer tissue masks [consist-
ing of extra-cerebral tissues (ECT), CSF, GM, and WM], volu-
metric, and surface meshes for every age from 29 to 44 weeks
postmenstrual age (PMA) in one-week intervals. This package is
also freely available online.32 The surface meshes provided in
this package are relatively low-density as they were created
for computationally efficient optical forward modeling. For the
purposes of this study, additional high-density GM, CSF, and
ECT surface meshes for each age were created using the pro-
cedure described above for adult surface mesh creation.

For the adult head model, the scalp thickness was computed
in the surface meshes by calculating the distance between each
scalp node and the nearest skull node. The skull thickness for
each scalp surface node was then computed by taking the dis-
tance between each scalp node and the nearest CSF node and
then subtracting the scalp thickness. Likewise, the CSF thick-
ness for each scalp node was computed by taking the distance
between each scalp node and the nearest GM node and sub-
tracting the sum of the scalp and skull thicknesses. In order
to exclude nodes located below the cortical areas of interest
(i.e., nodes that include nose, ears, neck), a left-right symmetric
plane was defined, which passed through the 10-5 location NFpz
and the inion. All nodes located below this plane were not
considered in our calculations of tissue thickness.
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To simply base our slab models on the mean or median value
of each tissue thickness would be incorrect, since it may produce
a combination of layer thicknesses that never actually occurs in
the head model. Instead, we produced a multivariate histogram
of the scalp, skull, and CSF thicknesses across all scalp surface
nodes with an isotropic bin width of 0.5 mm. The most com-
monly occurring combination of tissue thicknesses could then
be established. These values were used to create a multilayer
slab model, which will be referred to as the Common model
for the remainder of this paper.

To better characterize the effects of anatomical variation
across the adult head, we also computed the median thickness
of each tissue type for particular positions defined by selected
10-5 locations (see Fig. 1), namely Oz, Pz, T7, T8, C3, Cz, C4,
Fz, Fp1, and Fp2. A circular region of interest (ROI) with a
radius of 40 mm was defined centered at each of these locations.
The median of scalp, skull, and CSF thicknesses inside these
masked areas was computed and used to produce a further
10 multilayer slab models. The total number of adult slab mod-
els was, therefore, 11.

For the infant head models, tissue thicknesses were com-
puted for each tissue type and scalp surface node exactly as
described above. The only significant difference is that in the
neonatal models, a lack of MRI contrast prevents the separation
of scalp and skull, and instead, they are combined together for
a single layer, referred to as ECT. We, therefore, calculated
only the ECT and CSF thicknesses for each scalp surface node.
Once again, a plane was defined between NFpz and the inion in
order to exclude nodes located below the level of the brain.

Because of the limitation of the spatial resolution of the neo-
natal head models, and the fact that in some cases the CSF is
a single voxel thick, the histogram approach used in the adults

was not effective in every infant model. Therefore, we simply
computed the median ECTand CSF thickness for each age from
29 to 44 weeks PMA and used these values to construct the mul-
tilayer slab models. This approach yielded a total of 16 models.

This analysis allowed us to determine that tissue thicknesses
do not necessarily vary significantly from week-to-week in pre-
term infants. To minimize the necessary number of simulations
further, we grouped the preterm infants into two clusters: from
29 to 33 weeks PMA and from 34 to 38 weeks PMA and to
the average of the computed thickness values for each cluster.
Each model for infants over 38 weeks PMA was considered
individually. In this way, the total number of infant multilayer
slab models was reduced to 8.

2.2 Monte Carlo Simulations

For each of our 11 adult and 8 infant models, a 100 ×
100 × 100 mm3 multilayer cubic volume with a voxel size of
0.2 mm was created. For the adult models, the cube had four
layers (from top to bottom: scalp, skull, CSF, and brain),
while the infant models had three layers (from top to bottom:
ECT, CSF, and brain). For each model, a layer’s thickness was
assigned according to the thickness values computed in the ana-
tomical head models, with the remainder being assigned as
brain.

Source and detector locations were defined over the center of
the top of each cube at a distance of 30 mm from one another for
the adult models and 25 mm for the infant models. These sep-
arations were selected to represent the standard fNIRS source–
detector separation used in each group.7,9 A voxel-based Monte
Carlo simulation was then performed for each of these models
using the MCX software package.4 The number of simulated
photons was set to 1e8. The source was modeled as a pencil
source, while the detector was modeled as a disk with radius
1 mm to simulate a detector fiber bundle. A fluence distribution
was obtained for the source and for the detector for each model.

Optical properties were assigned to each tissue type as shown
in Table 1.33–36 Note that the adult absorption and reduced scat-
tering coefficients given in Table 1 were estimated by fitting all
published values for these tissue types.

2.3 PMDF Computation

For each model, we computed a PMDF by taking the voxel-wise
product of the source and detector fluence distributions. These
PMDFs constitute our reference functions for the standard sep-
aration channels in both the adult (30 mm channel) and in the
infant (25 mm channel) models. We then went on to compute

(b)(a) Fp2

Fp1

Fz
C4

Cz
C3

T8
T7

Pz

Oz

Fig. 1 Circular regions of interest (ROIs) around the chosen 10–5
locations displayed on the adult headmodel for (a) top view and (b) lat-
eral view. Each ROI is depicted with a different color and the 10–5
location of reference is defined in the color bar.

Table 1 Optical properties assigned to adult and infant models to scalp, skull, cerebrospinal fluid (CSF), and gray matter (GM) tissues. Absorption
coefficients (μa), reduced scattering coefficient (μ 0

s), and refractive index η are reported.

Adult models Infant models

μa (mm−1) μ 0
s (mm−1) η μa (mm−1) μ 0

s (mm−1) η

Scalp 0.018 0.69 1.3 ECT 0.017 1.75 1.3

Skull 0.0172 0.92 1.3

CSF 0.0027 0.125 1.3 CSF 0.0041 0.032 1.3

GM 0.0186 0.75 1.3 GM 0.048 0.5 1.3
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PMDFs at a range of shorter source–detector separations. To
minimize computation time, instead of computing a new Monte
Carlo fluence distribution for each separation, we simply shifted
the voxel-wise detector fluence distribution from its original
position toward the source position. When shifting the detector
fluence distribution toward the source, it is necessary to pad
the fluence distribution with zeros at the far edge of the cubic
volume. Setting the fluence to zero in these voxels is reasonable
since the fluence values are always negligible at this distance
from the source.

For each multilayer slab model, we obtained a total of 14
PMDFs: a reference PMDF (with a source–detector separation
of 30 mm in the adult models and 25 mm in the infant models)
and PMDFs with the same source position but a shifted detector
position such that the source–detector separations were 20, 15,
13, 10, 9, 8, 7, 6, 5, 4, 3, 2, and 1.5 mm.

2.4 Metrics

An ideal SS channel would have zero sensitivity to the brain
while exhibiting the same sensitivity distribution in scalp and
skull tissue as the standard separation (reference) channel. Given
the geometry of the problem, and the fact that sensitivity distri-
butions are continuous functions, achieving this ideal SS chan-
nel is clearly impossible. However, based on the desire to
minimize BS and maximize spatial overlap with the reference
channel in the scalp and skull tissues, we computed three met-
rics in order to classify the performance of each SS channel.

For each model, the percentage of overlapping voxels (POV)
between the reference channel PMDF and the PMDF of each SS
channel in the ECT layer was computed. For adults, the ECT

layer was simply the combination of scalp and skull layers. The
POV was calculated by first creating a mask for each PMDF.
Voxels in the ECT layer that demonstrated a sensitivity >0.1%
of the maximum PMDF value were set equal to 1, while the
voxels that did not meet these criteria were set to zero. The
POV was then defined as

POV ¼ 100 � NOverlap

NRef

;

where NOverlap is the number of voxels that are equal to 1 in both
the reference and SS PMDF masks and NRef is the number of
voxels equal to 1 in the reference mask.

For each model, the BS of each source–detector distance was
also computed. This metric defines how sensitive a given chan-
nel is to the brain relative to its total sensitivity. BS was defined
as

BSi ¼ 100 �
P

brain PMDFiP
total PMDFi

; i ¼ Ref; SS:

BS is the voxel-wise sum of the PMDF in the brain layer
divided by the voxel-wise sum of the entire PMDF for each
model and source–detector separation. In addition, we also
calculated the BS of a given SS channel relative to that of the
reference channel. We refer to this as the relative BS (or RBS),
which is defined as

RBS ¼ 100 � BSSS
BSRef

:

(b)(a)

(d)(c)

Scalp + skull + CSF thickness Scalp + skull + CSF thickness

ECT + CSF thickness (40-week PMA) ECT + CSF thickness (40-week PMA)

25

20

15

10

5

0

m
m

m
m

15

10

5

0

Fig. 2 (a) and (b) show the spatial distribution of the sum of the scalp, skull, and cerebrospinal fluid (CSF)
thickness (i.e., brain depth) in the adult head model, as displayed on the adult scalp in (a) top view and
(b) lateral view. (c) and (d) show the spatial distribution of the sum of the extra-cerebral tissues (ECT) and
CSF thickness in a representative infant head model (40-week PMA) displayed on the baby’s scalp:
(c) top view and (d) lateral view.
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The RBS, therefore, defines how sensitive a given SS chan-
nel is to the brain relative to the reference channel.

3 Results
Figure 2 demonstrates the results of our head-model based
calculations of tissue thickness. Figures 2(a) and 2(b) show the
spatial distribution of the sum of the scalp, skull, and CSF
thicknesses (i.e., the brain depth) for the adult head model,

as displayed on the scalp surface. Figures 2(c) and 2(d) show
the spatial distribution of the sum of the ECT and CSF thick-
nesses for the 40-week PMA infant head model, also displayed
on the scalp surface.

Table 2 contains the median thicknesses of the adult scalp,
skull, and CSF tissues for each ROI. Also reported is the
most common combination of tissue thicknesses across the
whole adult head, as computed using the multivariate histogram
approach.

Figures 3(a) and 3(b) show the median thickness of the ECT
and CSF layers for each age of the 4-D infant head model. Note
how the preterm infants tend to exhibit similar values for these
thicknesses. In Table 3, the thicknesses of the ECT and CSF
tissues are reported for each cluster or age. As expected, both
tissue layers are increasing in thickness with increasing age.

In Fig. 4, the PMDFs at three different source–detector dis-
tances in an exemplary model are displayed. Note the relation-
ship between source–detector distance and depth sensitivity.

Figure 5 shows the values of the POV metric [Figs. 5(a) and
5(d)], the BS metric [Figs. 5(b) and 5(e)], and the RBS metric
[Figs. 5(c) and 5(f)] for both adult and infant models across all
source–detector separations. The colored area indicates the
range of values produced across all models (i.e., all ROIs in
the adult and all clusters/ages in the infants) for each source–
detector separation. The black line represents the values of the
Common model in the adult and the 40-week PMA (term-age)
model in the infant.

In Fig. 6, the optimum distance for an SS channel is dis-
played for a given RBS threshold (from 1 to 20%) for each
model for both the adult [Fig. 6(a)] and infant [Fig. 6(b)].
Note that a spline interpolation was applied to the computed
RBS values to give RBS as a function of short-channel separa-
tion in steps of 0.05 mm. The optimum SS channel was then
selected as the separation with the highest POV (i.e., the largest
separation) that does not exceed the specified RBS threshold.

Table 2 Adult thicknesses (in mm) for scalp, skull, and CSF tissues.
Median values for all selected regions of interest (ROIs) and the most
common combination of thicknesses for the whole adult head mea-
sured as the peak of the multivariate histogram are reported.

ROI Scalp (mm) Skull (mm) CSF (mm)

Common 7.43 5.01 2.07

Oz 6.30 5.88 2.07

Pz 8.98 6.29 3.22

T7 9.08 2.72 2.07

T8 9.45 2.97 2.19

C3 7.54 4.32 2.52

Cz 8.02 4.13 7.12

C4 7.50 4.50 3.51

Fz 7.04 5.63 4.20

Fp1 6.27 5.62 1.97

Fp2 6.11 5.07 2.52

(a)

(b)

Cluster 1

Cluster 1

Cluster 2

Cluster 2

Fig. 3 Median values of (a) the ECT and (b) the CSF thickness for each infant’s age. Younger infants
tend to have similar values, which have been grouped into two clusters, cluster 1 from 29- to 33-week
PMA and cluster 2 from 34- to 38-week PMA.
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As a further validation of the above results, three additional
sets of Monte Carlo simulations were performed. The first was
designed to assess the impact of the CSF layer in the infant mod-
els. Four additional slab models were produced with a scalp
thickness equal to that of the youngest cluster of infants and
CSF thicknesses of 0, 1, 2, and 3 mm. The CSF reduced scatter-
ing coefficient was also varied between the value used in our
simulations (μ 0

s ¼ 0.032 mm−1) and a higher reduced scattering
coefficient (μ 0

s ¼ 0.25 mm−1) that was previously reported.37

When using the lower value of μ 0
s , the BS as a function of

source–detector distance always exhibits a plateau, as was
also seen in Fig. 5. The separation at which this plateau occurs
increases with decreasing CSF thickness. The BS curve plateaus
at ∼20 mm for a 1 mm CSF layer. When the higher scattering
coefficient is used, BS is still increasing with a separation up to
25 mm, though the trends suggest that a plateau will be reached
at greater separations. For a given CSF thickness, the influence
of CSF optical properties on BS is very small at short source–
detector distances (less than a 3% difference in BS for SS dis-
tances <5 mm).

The second additional set of Monte Carlo simulations was
designed to test the impact of the curvature of the head. The
BS was calculated for the multiple source–detector distances
on the 29-week PMA head model, which should exhibit the
highest curvature across our populations. BS as a function of

source–detector separation showed similar values and the exact
same behavior as that shown in Fig. 5(e), with BS exhibiting
a plateau at a source–detector distance of ∼10 mm.

Last, a set of simulations was performed to assess how sig-
nificantly the choice of optimum SS distance is affected by the
optical properties of tissue. The absorption coefficient of the
scalp layer in the Common adult slab model was varied between
0.015 and 0.020 mm−1 in 0.001 mm−1 steps. This range encom-
passes all the values of scalp absorption coefficient previously
reported.34 The resulting variation in RBS increased as a func-
tion of SS distance, with the maximum range found to be 1.6
percentage points for the 20 mm separation. The range of RBS
values due to the variation in scalp absorption coefficient for the
8 mm separation was 0.9 percentage points.

4 Discussion
SS channels are essential for accurate fNIRS measurements
because they enable the extra-cerebral signal contribution to
be regressed from standard separation channels. This reduces
the chance that extra-cerebral hemodynamics (which can be
temporally correlated with external stimuli) will be falsely inter-
preted as functional brain activation. Research groups around
the world are currently using SS channels with a range of
source–detector distance between 5 and 13 mm.12,20,21,24 These
different separations will exhibit very different sensitivities to
the brain and ECT, which will affect the resulting process of
regression and the recovery of functional activation. In this
study, we sought to determine how short an SS channel should
be to provide a balance between minimizing sensitivity to the
brain and maximizing the extra-cerebral sensitivity overlap with
a standard separation channel. We performed a series of Monte
Carlo simulations on multilayered slab models with tissue thick-
nesses derived from population-averaged atlases for both adults
and newborn infants. While tissue thicknesses vary from person
to person, these values are rarely known in advance of an fNIRS
study. We have, therefore, created a look-up plot (Fig. 6) that
specifies the optimum SS distance in these population-averaged
models for a given ROI and an acceptable percentage value of
RBS. This percentage value of RBS can be considered to be the
average proportion of true functional brain signal that may erro-
neously be removed in the process of regressing the selected SS
channel signal from the standard channel signal. Note, however,
that this interpretation assumes a homogenous functional brain
activation that is uncorrelated with the superficial signal, and its
accuracy will depend on the method of regression. Although this
interpretation is limited, at present, the authors do not see a more
quantitative method of selecting RBS.

Table 3 Infant head model layer thicknesses (in mm) for extra-cer-
ebral tissues (ECT) and CSF tissues. The median value for each clus-
ter or age is reported.

Clusters (age in week PMA)
ECT thickness

(mm)
CSF thickness

(mm)

29 to 33 2.54 3.26

34 to 38 2.58 3.57

39 2.68 4.19

40 2.71 4.29

41 2.72 4.50

42 2.73 4.62

43 2.72 4.67

44 2.71 4.74

m
m

mm

3 cm channel

0 25 50 75 100

0

20

30

40

mm

8 mm channel

0 25 50 75 100
mm

3 mm channel

0 25 50 75 100

(a) (c)(b)

A
.U

.

Fig. 4 Examples of photon measurement density functions at three different source–detector distances:
(a) 30 mm channel, (b) 8 mm channel, and (c) 3 mm channel. The log of the sensitivity is displayed. Only
the upper 40 mm of the multilayer slab model is displayed for visualization purposes. The white dashed
lines indicate the borders of the tissue layers (between scalp and skull, between skull and CSF, and
between CSF and GM, from top to bottom).
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In this study, we chose to examine the case where the SS
channel is created by the addition of a detector located near to
a source that is also used for a standard separation channel. This
approach is the most common geometry currently employed
because it does not require the use of both a dedicated source
and a dedicated detector, and Gagnon et al.13 have shown that
employing a dedicated SS channel as close as possible to the
standard channel provides the most accurate recovery of func-
tional activity. Note that the results of Fig. 6 would be equally
valid in the reciprocal case where an SS channel is formed by
placing an additional source close to a detector that is also
used for a standard separation channel. This construction is
less common because of the risk of detector saturation.

For the most common combination of tissue thicknesses in
the adult, and a chosen RBS of 5%, the optimum SS in the adult
was found to be 8.4 mm. This value is in the expected range
given the multiple studies that have demonstrated the benefit
of SS channels between 5 and 13 mm.12,20,21,24 To our knowl-
edge, only one study has explicitly tested the impact of changing
the SS distance. Goodwin et al.38 reported that a 6 mm separa-
tion results in better contrast-to-noise of functional responses
than a 13 mm separation and suggested this was due to the non-
negligible BS of a 13 mm channel. Our results are consistent
with this conclusion. Over the visual cortex, a 13 mm separation
will exhibit an RBS of ∼13%.

Our results also show that the choice of optimum SS distance
can be very dependent on the location of the array on the adult
head. Over the midline (i.e., Cz, Pz, and Fz), a longer SS

distance is preferred simply due to the thicker CSF layer that
fills the medial longitudinal fissure. However, there is also
significant variation away from the midline. The difference
between optimum SS distance calculated over the T7 ROI and
the C4 ROI differs by as much as 2 mm (Fig. 6).

The scalp and skull thicknesses computed in our adult model
are in line with literature values.35,39,40 The scalp thickness is
higher in the temporal than parieto-occipital and frontal regions,
as reported previously.39 The CSF thickness is also in line with
previously reported values.35 In the preterm to term infant pop-
ulation, the variability in tissue thicknesses between subjects is
extremely high,41 but our calculated scalp to brain distance (i.e.,
the sum of ECT and CSF thicknesses, Fig. 2) is in line with
the limited number of previously reported values.42

Our simulations show that the BS of the reference channel in
the adult varies across the scalp between 3.4 and 11.5%, which
is also in line with previously reported values.11 The fact that
these values are so low further highlights the importance of SS
channels as by far the greatest contribution to the measured
fNIRS signal comes from the ECT. In line with many previous
studies,7,11,35,37 our simulations show that BS in the adult
increases with increasing source–detector separation up to
30 mm (Fig. 5). Previous work has shown that this curve will
eventually reach a plateau in BS after ∼50 mm separation.11,37

One of the most significant challenges to photon transport
modeling is the paucity of accurate, tissue-specific optical prop-
erty values. For the adult models, we selected our absorption and
reduced scattering coefficients by fitting all available, published
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Fig. 5 The percentage of overlapping voxels (POV), relative brain sensitivity (RBS), and brain sensi-
tivity (BS) results. (a) and (d) The POV as a function of source–detector separation for adults and
infants, respectively. (b) and (e) The BS as a function of source–detector separation for adults and
infants, respectively. (c) and (f) The RBS as a function of source–detector separation for adults
and infants, respectively. In each case, the red shaded area comprises the range of values exhibited
across all models (i.e., across all ROIs in the adult and all clusters/ages in the infant). The black lines
are an interpolation of the values obtained in the Common model for the adult and the 40-week PMA
model for the infant. Note that Figs. 5(b) and 5(e) include a value for each reference channel (30 mm in
adult and 25 mm in infant).
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values and selecting the 800 nm wavelength. Because of the
need for multilayer models, it was computationally prohibitive
to perform a detailed sensitivity analysis to determine and quan-
tify the impact of changing tissue optical properties. However,
we did recompute the RBS with a range of scalp absorption
coefficients which was judged likely to have the greatest impact
on our optimum SS distance computation. These results strongly
suggest that Fig. 6 is relatively stable to the choice of optical
properties, as RBS was found to vary by, at most, 1.6 percentage
points across the range of scalp absorption coefficients. This
corresponds to a maximum variation of 0.875 mm in optimum
SS distance. This variation is markedly smaller than the varia-
tion found between different ROIs.

In the infant model, BS also increases with source–detector
separation, reaching higher values than in the adult model
(Fig. 5), but exhibiting a plateau at a separation of 10 mm. This
somewhat surprising result suggests than in the newborn, data
from a 10 mm fNIRS channel will contain the same signal con-
tribution from the brain as data from a 20 mm channel. We
believe this is due to the impact of the relatively thin ECT
layer coupled with a relatively thick CSF layer, a hypothesis
that is supported by our additional simulations. The head models
that we employed to compute the CSF thickness are the most
accurate population-average representation of tissue thicknesses
available for the neonatal population, though it is known that
the limited contrast of neonatal MRI makes the segmentation of
the CSF layer challenging.31 In addition, the values previously
reported for the reduced scattering coefficient of CSF in the

infant vary considerably, despite the fact that almost all studies
cite Ref. 37 as the source of their value. The value we employed
was taken from the most recent relevant studies.33,41 Despite this
valid concern, our additional simulation results suggest that our
calculations of the optimum SS distance in the infant population
will not be undermined by uncertainty in the optical properties
of the CSF layer.

An additional limitation of the work we present here is the
use of cuboidal slab geometries instead of head models. We
chose this approach for two reasons. First, local variations in
anatomy make it difficult to choose a location on a head model
that will accurately represent any other location. Second, the use
of a slab geometry vastly reduces the number of necessary
Monte Carlo simulations. A failure of the slab approach is the
absence of curvature. The curvature of the head may be thought
to have a significant impact on the BS of a given fNIRS
channel, particularly on the infant head where curvature is high.
However, we believe that ignoring curvature is a reasonable
assumption given that the aim of this study is to examine short
separations. Our additional simulations performed in the highest-
curvature head model (the 29-week PMA infant) confirmed the
suitability of this assumption.

In this study, we have used Monte Carlo simulations and the
most accurate population-average anatomical models available to
produce a look-up plot (Fig. 6) that provides, for an acceptable
value of RBS, the optimum SS distance. These values will inform
not only current users of fNIRS but also those designing and
constructing high-density diffuse optical tomography systems.
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