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Quantitative concentration measurements of creatinine
dissolved in water and urine using Raman
spectroscopy and a liquid core optical fiber

Dahu Qi
University of Rochester
The Institute of Optics
Department of Physics and Astronomy
Rochester, New York 14627

Andrew J. Berger
University of Rochester
The Institute of Optics
Rochester, New York 14627

Abstract. We describe the use of a Teflon®-AF liquid core optical
fiber (LCOF) geometry to enhance the collection of Raman scattering
from the biochemical creatinine, dissolved in water and in urine. At
short integration times, where shot noise is most troublesome, the
enhanced signal leads to greater accuracy in estimating the creatinine
concentration from the spectrum. At longer integration times, insta-
bilities in the LCOF geometry manifest themselves, and the predic-
tions are the same as or worse than those from standard cuvette-based
spectral measurements. Photobleaching of fluorescence from urine is
more extensive and more stable in the LCOF as well. Starting from the
measured enhancement of a major creatinine Raman band, we calcu-
late the expected ratio of prediction errors obtained using the two
geometries, and it agrees closely with the observed ratio. These results
indicate that Raman spectroscopy with these Teflon®-AF LCOFs is
stable enough for quantitative concentration predictions, accurate to a
few percent of the concentration range spanned. © 2005 Society of Photo-

Optical Instrumentation Engineers. [DOI: 10.1117/1.1917842]
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1 Introduction
Raman spectroscopy is a useful method for nondestructive
reagentless measurement of chemical concentrations. In th
biomedical arena, Raman spectroscopy has been widely us
for quantitative concentration measurement of key chemicals
or ‘‘analytes,’’ in solid and liquid biological specimens;1–9 for
a recent review of the field, see Hanlon et al.10

With improvements in lasers, filters, spectrographs, and
detectors, the main sources of spectral noise in many biolog
cal Raman measurements are autofluorescence and oth
emissions from the sample itself. In such cases, the spectr
signal to noise ratio~SNR! can dictate the level of concentra-
tion prediction error. Maximizing the SNR therefore becomes
essential.

For a given sample, the choice of excitation wavelength
determines the intrinsic ratio of background emission to Ra
man signal. For optimal SNR, this ratio should be as low as
possible. In biological applications, where most fluorophores
emit strongly in the visible, this often drives the use of near-
infrared excitation. As wavelength increases, however, the Ra
man cross section drops and silicon detectors become le
efficient, placing some constraints on the excitation wave
length.

Once the excitation wavelength and the major equipmen
pieces are chosen, the only ways to improve the SNR are t
~a! increase the number of excitation photons delivered to th
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sample,~b! improve the excitation/collection efficiency, or~c!
decrease the fluorescence through photobleaching. Of th
~a! is a brute-force approach that can be accomplished
increasing the laser power and/or the integration time,
both of these variables have practical limits.

For optically clear liquids, a way of addressing both~b!
and ~c! is by placing the sample in the interior of an optic
waveguide, sometimes called a liquid core optical fib
~LCOF!.11 Until recently, such waveguiding was not possib
for aqueous samples, due to the lack of suitable materials
refractive indices lower that of water(n'1.33). Recently,
however, the DuPont company’s development of Teflon®-A
an amorphous fluoropolymer with refractive indexn'1.29in
the visible and near-infrared, has enabled true waveguidin
be performed in aqueous samples for the first time. Sev
groups have reported the use of Teflon®-AF for enhan
Raman signals of up to two orders of magnitude over m
conventional sample holders, such as 1 cm pathlength
vettes or similarly sized cylindrical vials.12–18

The LCOF greatly increases the pathlength of optical
teraction ~more total Raman scattering! and also guides
~some! Raman scattering from all regions of the LCOF to
common aperture for convenient collection. This improves
SNR by increasing the number of detected photons, just a
approach~a!. Additionally, by illuminating the entire sample
more extensive photobleaching can occur, further improv
the SNR.19 These effects should therefore enable more ac

1083-3668/2005/$22.00 © 2005 SPIE
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Qi and Berger: Quantitative concentration measurements of creatinine . . .
Fig. 1 Block diagram of Raman spectroscopy system, allowing measurements in LCOF or cuvette. Symbols: BF, bandpass filter; M, mirror; FB, fiber
bundle; L1, L2, lenses; EF, edge filter; DF, dichroic filter; PT, plastic tubing; T, T connection; OF, optical fiber; PM, power meter. See text for details.
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rate concentration predictions to be extracted from measure
spectra.

Systems with LCOFs are, however, more difficult to align.
The launch of light into the LCOF is affected by slight dis-
placements of the tubing during injection of the sample. Even
if the tubing does not move, small air bubbles in the liquid
scatter light in irreproducible ways from sample to sample.
Furthermore, manufacturing imperfections lead to inhomoge
neities in the walls of the LCOF, i.e., local regions of higher
diffuse scattering loss. Slight changes in the launch of the
light can strongly affect how these regions are sampled. Con
sequently, the enhancement does not remain perfectly stab
from one spectrum to the next. For the same set of reason
the spectral background can change noticeably and abruptly

Both of these effects~variability in enhancement and in
background! work counter to the improvement in SNR and
tend to degrade prediction accuracy relative to that achieve
using the more stable cuvette geometry. In a given practica
case, it is therefore uncertaina priori which geometry is pref-
erable.

As mentioned earlier, many reports of enhancements an
increased sensitivity have been made, but to our knowledg
there have not been investigations of~a! whether a LCOF
geometry is stable and reproducible enough to enable quan
tative concentration predictions~within a few percent! and~b!
the relative concentration prediction performance of LCOF
and cuvette geometries when measuring the same samples

Below, we report on efforts to extract predictions of crea-
tinine concentration, in both water and spiked human urine
from LCOF-based Raman measurements. We also prese
side-by-side results of LCOF and cuvette-based prediction ac
curacy as a function of integration time.

2 Methods
2.1 Optical System
The Raman spectroscopy system is depicted in Fig. 1 and ha
been described elsewhere in detail.20 830 nm laser light~Pro-
cess Instruments, Salt Lake City, UT! is delivered to the
sample area using 2 m of multimode optical fiber~Thorlabs,
031115Journal of Biomedical Optics
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Inc., Newton, NJ, 100mm core diameter!. The laser is ex-
panded to a 1 in. diameter beam using a lens( f 545 mm, D
525.4 mm), filtered by a bandpass filter~Chroma, Burling-
ton, VT! to extinguish Raman signals from the fiber, reflect
by a dichroic beam splitter~Chroma, Burlington, VT!, and
then focused into the liquid sample~either LCOF or cuvette!
by lens 1( f 535 mm,D525.4 mm). The LCOF~Biogeneral,
Inc.! is a flexible tube of Teflon®-AF~DuPont! with inner
diameter 600mm, outer diameter 800mm, length 20 cm, and
refractive index approximately 1.29. The spot size at the fo
point was measured to be 200mm ~.95% of total power!,
which is much smaller than the inner diameter of the LCO
tubing, ensuring high coupling efficiency. The half angle
the converging light is 9°, matched to the acceptance angl
the waveguide~9.1° when filled with water!. The tubing is
held in a homemade base, with the light entering throug
quartz window placed in front of the LCOF. This base
magnetically mounted and can be swapped with a second
that holds a standard 13134 cm quartz cuvette, as indicate
in the figure, positioned so the laser is focused at the cente
the cuvette. Backscattered light from the cuvette or the LC
is collected and collimated by lens 1, long-passed by the
chroic beam splitter, notch-filtered~Chroma, Burlington, VT!,
and focused by lens 2( f 560 mm, D524.5 mm) onto a 1
mm diameter fiber bundle~FiberGuide, Stirling, NJ!, which
consists of 41 multimode fibers with 100/140mm core/
cladding diameter. The spot size was calculated to be 700mm,
which illuminates several of the collection fibers without ris
of overfilling the probe’s face. The other side of the bundle
arranged into a linear array at the entrance slit of anf-matched
spectrometer( f /1.8 Kaiser Holospec, Ann Arbor, MI! and an
open-electrode charge coupled device~CCD! detector~Andor
Technology, South Windsor, CT!.

The LCOF was connected to an optical fiber and plas
tubing using a T connection, as shown. The optical fiber tra
fers the laser light that passes through the LCOF to a po
meter, for alignment purposes. Sample was injected into
plastic tubing by a syringe, sent through the LCOF via the
connection, and subsequently brought to a disposal beake
an exit port.
-2 May/June 2005 d Vol. 10(3)
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Qi and Berger: Quantitative concentration measurements of creatinine . . .
2.2 Sample Preparation
Two sets of samples were made for the experiment. In eac
case, two chemicals were used: creatinine~Sigma-Aldrich, St.
Louis, MO!, a key component of urine, as the target analyte
and ethanol as an interferent. These were dissolved in tw
host liquids, either de-ionized~DI! water or urine, to make
stock solutions. Samples were made by mixing different
amounts of these solutions and the pure host liquid using a 0.
mL pipette.

Twenty-one samples were made using DI water as the hos
The creatinine concentrations varied from 0 to 150 mg/dL, in
increments of 7.5 mg/dL, and the ethanol concentrations var
ied from 0% to 1% of total volume in increments of 0.05%.
The two concentrations were assigned to the samples in a
uncorrelated fashion~correlation coefficient20.039!. The
range of creatinine concentrations corresponds to physiolog
cal variation ranges, and the ethanol concentration range wa
chosen to give approximately the same level of Raman signa
variation as the target analyte.

Twenty-one other samples were made using urine. Th
urine was collected from a healthy male volunteer and then
spiked with various levels of creatinine and ethanol as de
scribed earlier. The native creatinine level was not measure
and was not relevant to the study performed, because it wa
constant for all samples and only deviations from the mean
were eventually calculated. In contrast, the spiked creatinin
concentration ranged from 0 to 140 mg/dL, in increments of 7
mg/dL, and the spiked ethanol concentration ranged from 0%
to 0.86%, in increments of 0.043%. The concentration error
introduced in making the samples were calculated to be les
than 0.2%. Samples were stored in a refrigerator and use
within 4 days after being made.

2.3 Data Acquisition
Spectra were acquired in both geometries, on successive day
Samples were warmed up to room temperature before spectr
acquisition. The order of taking spectra was randomized an
not correlated with either the target analyte or interferent’s
concentrations. The cuvette or the LCOF was first rinsed with
1–3 mL of sample before insertion of more of that same
sample for measurement; this removed traces of the previou
sample. For spectral acquisition, 3 mL of sample was used i
the cuvette geometry and 1 mL was injected through the
LCOF system. The actual volume of the LCOF tube itself is
approximately 200mL. Used sample was collected in a beaker
and disposed of after the experiment. At the start of each
measurement day, the system was aligned for maximum sig
nal strength using a 20% ethanol aqueous solution. Spectra
all samples in a given dataset were taken within 1 day for on
geometry, with no intentional change in laser power or align-
ment. The laser power fluctuation was less than 0.4%, as de
termined by monitoring the 880 cm21 ethanol peak area using
pure ethanol in the cuvette geometry integrated for 30 min.

Spectra were acquired with 1 s exposure time, and 200
such spectra were taken with no delay beyond the CCD read
out time. Spectra corresponding to different effective integra
tion times~from 1 to 200 s! could be created by averaging the
proper number of acquisitions. There was a 5–10 s dela
between filling the LCOF and starting data acquisition. After
each injection of liquid into the LCOF, the system was ob-
031115Journal of Biomedical Optics
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served by the operator through an infrared~IR! viewer. Loca-
tions of unusually high scattering loss within the LCOF, pr
sumably due to microbubbles, appeared much brighter in
IR image. In such cases, the sample was injected again
the scattering was within a more typical range.

The spectra were preprocessed by background subtrac
cosmic ray removal, third-order Savitsky–Golay smoothin21

~smoothing width'7 cm21!, and approximate correction fo
the spectral throughput of the optical system~tungsten-
halogen bulb spectrum!. In urine spectra, the strong urea pe
region from 973.5 to 1043.5 cm21 was eliminated to remove
its confounding effect upon concentration predictions. A fe
spectra whose intensities differed from the ensemble mea
more than 10% in the 800–900 cm21 regime were eliminated
as outliers; such spectra were readily detectable by eye
well. As a final step, a fifth-order polynomial was derived b
least-squares fitting and subtracted from each spectrum to
move the broad spectral background.

Concentrations were predicted using a partial least squ
~PLS!22 leave-one-out cross validation implemented using
houseMATLAB code ~The Mathworks, Natick, MA!. In all
cases, models of rank 3 or 4 were used. To investigate
relative importance of shot noise and other error factors, c
tinine concentrations were predicted using sample sets co
sponding to different effective integration times. For most c
culations, the prediction set and the training set used the s
integration time; an alternative approach is discussed la
The predicted concentrations were compared to the refere
concentrations and the root mean squared error of cross
dation ~RMSECV! was calculated.

For two urine samples, we observed anomalously la
prediction errors that were consistent between the two ge
etries. These samples were discardeda posteriorifrom further
analysis, based upon the high likelihood of an error in
reference concentration. The final numbers of samples
cluded in the analysis below were therefore 20 for DI/cuve
and 17 each for DI/LCOF, urine/cuvette, and urine/LCOF.

3 Results
3.1 DI Water Samples
PLS cross validation was used on spectral datasets from
two geometries to predict creatinine concentrations. The R
SECV was calculated for different effective integration time
as shown in the left-hand plot of Fig. 2. Error bars at mo
timepoints represent the standard deviation of RMSECVs
tained from different time windows; at the two rightmo
timepoints, they are extrapolations.

Several observations can be made. At shorter integra
times, the LCOF spectra produce lower prediction errors t
the cuvette spectra. The errors from both geometries reduc
integration time increases, with the cuvette curve reduc
more dramatically until it crosses the LCOF curve after 32
Both curves plateau at long integration times~note that the
time axis is logarithmic!, with a more pronounced flattenin
for the LCOF geometry.

Sample-by-sample creatinine predictions corresponding
two particular integration times are shown in Figs. 3 and
Figure 3 shows the predictions for 1 s spectra~short integra-
tion time! versus reference concentration, and Fig. 4 sho
the corresponding predictions for 64 s spectra. For both
-3 May/June 2005 d Vol. 10(3)



Qi and Berger: Quantitative concentration measurements of creatinine . . .
Fig. 2 Plot, versus effective integration time, of RMSECV for creatinine concentration predictions via partial least squares. Solid circles, LCOF data;
open triangles, cuvette data. Left plot, results in deionized water; right plot, urine. Note the log scale of the x (time) axes.
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ometries, 64 s spectra give better predictions than 1 s spectr
The cuvette prediction plot at 1 s exhibits a biased slope rela-
tive to the unity line.

The figures’ insets show the major creatinine peak centere
at 687.5 cm21 as measured in the two geometries. At 1 s,
when the peak is noisy, the LCOF has a higher signal to nois
ratio ~i.e., better spectral quality! than the cuvette, whereas at
64 s the peaks look equivalently smooth. The insets also il
lustrate the collection enhancement provided by the LCOF
031115Journal of Biomedical Optics
.which averaged 4.5 for the aqueous data set. The magni
of this enhancement is discussed later.

3.2 Urine Samples
Typical Raman spectra of one urine sample, integrated for
first 64 s of spectral acquisition in each geometry, are sho
in Fig. 5. The urea peak at 1014 cm21, the ethanol peak at 890
cm21, and the creatinine peak at 687.5 cm21 are all stronger
Fig. 3 Plot of Raman-based creatinine concentration predictions versus reference concentration in DI water when the effective integration time for
calibration and prediction spectra is 1 s. Solid circles, LCOF data; triangles, cuvette data. The inset shows details of the creatinine Raman peak
centered at 687.5 cm−1. Circles, LCOF; triangles, cuvette.
-4 May/June 2005 d Vol. 10(3)



Qi and Berger: Quantitative concentration measurements of creatinine . . .
Fig. 4 Plot of Raman-based creatinine concentration predictions versus reference concentration in DI water when the effective integration time for
calibration and prediction spectra is 64 s. Solid circles, LCOF data; triangles, cuvette data. The inset shows details of the creatinine Raman peak
centered at 687.5 cm−1. Circles, LCOF; trianges, cuvette. The LCOF peak area is greater by a factor of 4.5.
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when measured in the LCOF geometry~upper! than in the
cuvette~lower!. Additional bands due to residual sampling of
Teflon®-AF appear in the upper spectrum only.

The integrated spectra shown in Fig. 5 do not capture th
fact that each specimen’s broad spectral background decay
with continuing laser exposure, presumably due to fluores
cence photobleaching. By subtracting a DI spectrum obtaine
using the same geometry, we could isolate this fluorescen
component. Figure 6 shows the integrated fluorescence sign
EP
apid
er,
riod
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from 1100 to 1200 cm21 versus time measured for a typica
sample using both geometries, with each curve normalize
1 at the start. In 200 s, the LCOF fluorescence drops to 3
of its original value and decays as a smooth exponential.
cuvette curve drops only to 80% of its starting value a
fluctuates much more on the time scale of both seconds
minutes.

The righthand plot of Fig. 2 shows the RMSECV in urin
as a function of effective integration time in the two geom
etries. As in the DI water case, the LCOF has a lower RMS
value at shorter times and the cuvette makes a more r
improvement with increased integration time. Here, howev
the curves cross later, at the end of the measurement pe
Fig. 5 Comparison of Raman peaks obtained using the two geom-
etries. Upper curve (line with circles): LCOF-based spectrum of urine
specimen spiked with ethanol and creatinine. Lower curve (line with
triangles): cuvette-based spectrum of the same urine sample. Both
spectra were integrated for 64 s. Spectra are base line-offset for clarity.
The common peaks are seen to be much stronger in the LCOF spec-
trum. See text for discussion of the labeled peak assignments.
Fig. 6 Comparison of fluorescence photobleaching in urine speci-
mens measured using the two geometries. Upper line with triangles,
cuvette; lower line with circles, LCOF.
-5 May/June 2005 d Vol. 10(3)



Qi and Berger: Quantitative concentration measurements of creatinine . . .
Fig. 7 Plot of Raman-based creatinine concentration predictions versus reference concentration in urine when the effective integration time for
calibration and prediction spectra is 1 s. Solid circles, LCOF data; triangles, cuvette data. The inset shows details of the creatinine Raman peak
centered at 687.5 cm−1. Circles, LCOF; triangles, cuvette.
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~176 s!. Concentration predictions versus reference are show
for 1 s integration time and 64 s integration time in Figs. 7
and 8. Longer integration time improves the prediction for
both geometries, and again the cuvette-based predictions at
s exhibit a biased slope relative to the unity line. The insets
show the Raman peaks; in this case, the enhancement av
aged 3.5.

4 Discussion
4.1 Sources of Prediction Error
Errors in concentration prediction can be grouped into three
categories according to their origin: concentration error, ran
dom noise error and system error. The total RMSECV will be
a quadratic sum of the prediction errors introduced by eac
noise source:

RMSECVtot
2 5RMSECVconc

2 1RMSECVrand
2 1RMSECVsyst

2 .
~1!

The three error categories are defined below.
Concentration error is generated in sample preparation.

characterizes how well the reference concentrations represe
the true concentrations. In our experiments, this error was th
same for both geometries because the same exact samp
were used. We estimate our concentration error for creatinin
at 0.2%.

Random noise error is caused by fluctuations in the record
ing of photon counts, leading to spectral noise and to subse
quent error in concentration predictions. Sources of random
error include Johnson noise, electrical line noise, and sho
noise. In these experiments, the shot noise far exceeds th
other random sources, due to the use of a cooled CCD dete
tor with dedicated electronics. Since shot noise is random, it
amplitude increases as the square root of the number of ph
ton counts. If the LCOF geometry isM times more efficient
031115Journal of Biomedical Optics
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than the cuvette geometry, the SNR for Raman peaks~defined
here as signal divided by shot noise! will therefore beAM
times larger. We observe here, for later discussion, that fo
fixed PLS calibration,RMSECVrand scales inversely with the
SNR of the validation spectra. Given the SNR advantage
the LCOF system, this implies that

~RMSECVrand
2 !cuv

~RMSECVrand
2 )LCOF

5M ~2!

in such cases.
System error is here defined as the error from vario

changes in the optical system, such as slight displacemen
optical elements or the presence of microscopic bubbles in
samples, that vary from one sample measurement to the n
As discussed in Sec. 1, these instabilities affect the LC
enhancement factor and also the spectral background. T
variations cause prediction errors, and unlike random no
they are not mitigated by longer integration time.

Due to the greater instability of the present LCOF syste
we expect LCOF predictions to have bigger system error t
the cuvette predictions. At large integration times, as the r
dom noise error decreases, we therefore expect the cu
predictions to approach a lower error limit, generally, th
those of the LCOF. We note that this is a first-generat
LCOF system and that the LCOF system error can be redu
further in subsequent designs.

In the urine samples, there is an additional noise sou
the variable fluorescence amplitude and decay versus time
shown in Fig. 4, the photobleaching was both more extens
and more stable during the LCOF measurements, due to
illumination of the complete sample volume. This mak
sense because in the LCOF geometry, the entire sample in
tubing ~about 200mL! is illuminated, as noted by others,19

whereas in the cuvette geometry, only a small portion of th
-6 May/June 2005 d Vol. 10(3)



Qi and Berger: Quantitative concentration measurements of creatinine . . .
Fig. 8 Plot of Raman-based creatinine concentration predictions versus reference concentration in urine when the effective integration time for
calibration and prediction spectra is 64 s. Solid circles, LCOF data; triangles, cuvette data. The inset shows details of the creatinine Raman peak
centered at 687.5 cm−1. Circles, LCOF; triangles, cuvette. The LCOF peak area is greater by a factor of 3.5.
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mL sample is illuminated and photobleached, near the optica
axis. In the latter case, passive exchange of molecules co
stantly brings new fluorophores into the region, maintaining
the fluorescence at a relatively high level and introducing
more temporal fluctuation. With regards to this noise source
then, the LCOF geometry should have an extra prediction
advantage over the cuvette, seen only in the urine.

4.2 Trends in Prediction Error
The behavior of the RMSECV curves in Fig. 2 can be ex-
plained in terms of the error sources described earlier. In a
cases, the RMSECV noticeably decreases versus effective i
tegration timet; this indicates a significant level of random
noise error, since that is the only type that decreases versu
time. At the smallest values oft, random noise error is clearly
dominant. Better predictions should therefore correspond t
the spectra with better SNR. This is indeed the case: th
LCOF predictions have the lower RMSECV at short times,
and the LCOF spectra have the higher SNR due to the collec
tion enhancement advantage ofM.

In both plots, as integration time increases, the LCOF pre
dictions reach a limiting value. This is because the random
noise error has become small compared to the system erro
Better predictions should now correspond to the spectra wit
lower system error. Again, this is indeed the case: the cuvett
geometry has a lower RMSECV at longer integration times
and it has a lower level of system error in our current setup

Notably, the crossing point in the RMSECV curves of Fig.
2 occurs much later in the urine than in the DI water. This is
presumably due to the extra photobleaching advantage i
urine, as mentioned earlier. Since most biological liquids will
exhibit some fluorescence of this sort, it is important to note
this additional advantage of the LCOF geometry.

For short integration times, in Figs. 3 and 7, there is an
obvious bias in the slope of the predictions, particularly for
031115Journal of Biomedical Optics
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the cuvette data. This is indicative of a weak calibrati
model, due to high levels of noise in the training data. T
cuvette results show this effect more strongly because
SNR there is lower. For longer integration times, this bias
not observed because the SNR in both datasets has bee
proved by theAt dependence.

4.3 Quantitative Comparison
The previous section described the qualitative trends in
RMSECV as collection time—and thus SNR—was system
cally increased. A more quantitative analysis is also desira
This is difficult to perform on the previous plots, howeve
because the RMSECV dependence upon SNR is complica

To make quantitative analysis simpler, the cross vali
tions for the DI data were redone in an alternative fashion.
before, the effective integration time was systematically
creased, but only for the validation spectra. Calibration sp
tra were now calculated using a fixed, large integration ti
~172 s!, regardless of the SNR of the validation spectrum.
this case, where the PLS model is unchanging,RMSECVrand
can be expressed as a function of time

RMSECVrand~ t !5RMSECVrand~ t1!/At, ~3!

wheret is in seconds andRMSECVrand(t1) is the amount of
random error introduced into the predictions when the vali
tion spectrum has an integration time of 1 s. Because the o
noise sources do not depend upon integration time, Eq.~1!
can be written as

RMSECVtot
2 ~ t !5RMSECVrand

2 ~ t1!/t1RMSECVother
2 .

~4!

The results from the revised cross-validations for each
ometry are shown as the solid points in Fig. 9. The cor
-7 May/June 2005 d Vol. 10(3)



Qi and Berger: Quantitative concentration measurements of creatinine . . .
Fig. 9 Plot of RMSECV for DI water data, similar to Fig. j except that the effective integration time is varied for the prediction spectra only. As
before: solid circles, LCOF data; triangles, cuvette data. The solid curves are the results of a least-squares fit to Eq. (j). Note the log scale of the x
(time) axis.
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sponding least-squares fits to Eq.~4! are plotted as lines. Val-
ues emerging from the fits are shown in Table 1. These value
show that

F ~RMSECVrand!cuv

~RMSECVrand!LCOF
G2

54.9'M ~54.5!, ~5!

as predicted by Eq.~2!. The SNR advantage provided by the
LCOF geometry thus manifests itself in the expected way
TheRMSECVother values also confirm that the present LCOF
geometry introduces more system error than does the cuvet
~3.4 versus 2.1 mg/dL!.

We note that the value ofM54.5 for the creatinine peak,
while reproducible for the many DI samples in this study, was
small compared to other enhancements we observed even
the same measurement day. Samples of aqueous 20% etha
showed enhancements of 8–10 for peaks at similar Rama
shifts. We do not know if the relatively lower creatinine en-
hancement in water is due to the slightly higher absorption
coefficient~water versus 20% aqueous ethanol!, an unknown
interaction with the LCOF material, or some effect that de-
grades the quality of the LCOF surface. We do notice that a
particular piece of tubing irreversibly develops increased scat
tering loss over the scale of many days of experiments, lead
ing to reductions in LCOF signal strength. In further studies
we will coat the inner surface of the LCOF tubing to reduce
this effect.23

Table 1 Values extracted from modeling the decrease of RMSECV
versus integration time in Fig. 9. The RMSECV values are in units of
mg/dL of creatinine.

Geometry RMSECVrand RMSECVother

LCOF 5.3/At 3.4
Cuvette 11.6/At 2.1
031115Journal of Biomedical Optics
s

e

n
ol

-

We also note that the enhancements using this LCOF
830 nm excitation are small compared to literature repo
using visible excitation. This is due to the significantly high
absorption coefficient of water in the 800–1000 nm regime24

We have previously measured ethanol peaks at different n
infrared emission wavelengths and shown that the LCOF
hancement quantitatively agrees with a theoretical model
includes the absorption spectrum of water.20 Urine, unlike wa-
ter, has significant absorption in the visible and an absorp
minimum near 830 nm~data not shown!, making the excita-
tion wavelength more appropriate for such samples.

Analogous quantitative calculations were not possible w
the urine spectra. Due to the time-dependent fluorescent b
ground decay, spectra at different timepoints had differ
amounts of fluorescence signal. It was therefore not feas
to calibrate PLS using long-integration spectra and use
model on spectra from smaller time windows.

4.4 Comparison of Results for Same Geometry,
Different Medium
Comparing the cuvette RMSECV results~Fig. 2! in different
host liquids, we see that the curves have nearly the s
shape. The errors in urine are, however, consistently hig
than in the water samples. This is presumably because t
are additional errors associated with urine than with wa
more background chemicals~although nominally not chang
ing from sample to sample in this study!, additional fluores-
cence, and variations in fluorescence quenching.

The LCOF curves in the two host media also look simil
Again, the errors in urine are consistently higher than tha
DI water. This time, however, the difference is less pr
nounced at longer integration times; i.e., the urine predicti
are almost as accurate when system error is dominant.
speculate that this may be related to urine having higher
sorption than water in this wavelength regime. Although t
-8 May/June 2005 d Vol. 10(3)
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higher absorption causes a lower enhancement~as was ob-
served!, it also shortens the mean sampling depth or ‘‘effec-
tive length’’25 of the LCOF. Since there will be fewer irregu-
larities ~bubbles, rough spots! over a shorter length, the
system error may be less when the absorption is highe
thereby offsetting the reduction in signal enhancement.

4.5 Summary
We have demonstrated concentration measurements of a bi
logical analyte~creatinine! in two aqueous media~deionized
water and urine! using Raman spectroscopy and a LCOF-
based excitation-collection geometry. The enhanced signa
collection, as compared to a standard cuvette geometry, wa
sufficiently stable to provide prediction accuracy of a few
percent. For short integration times, the LCOF prediction er
ror was lower than for the cuvette, due to the more favorable
shot-noise-to-signal ratio.

For longer integration times, where shot noise is less of a
factor, the LCOF prediction errors were higher than for the
cuvette, due to the less stable geometry of this first-generatio
system. The crossover time~beyond which cuvette error be-
comes lower than LCOF error! was larger in urine than in DI;
i.e., the LCOF had better relative performance in the more
biological sample. This was due to two effects: more efficient
and stable photobleaching of urine fluorescence, which fa
vored the LCOF geometry over that of the cuvette; and a
shorter effective LCOF collection length, which favored urine
measurements over those in DI.

These studies suggest that accurate measurement of b
logical analytes at physiological concentrations in urine can
be performed using an LCOF geometry. More accurate result
are possible than those reported here; neither LCOF stabilit
nor excitation wavelength were optimized in this pilot study.
For eventual applications, the low sample volume requiremen
and efficient photobleaching effect in LCOFs make them an
attractive measurement geometry for analyzing other clea
biological liquids, including tear film, sweat, saliva, and blood
serum.
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