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Abstract. The seminal work of Grinvald et al. has paved the way for the use of intrinsic optical signals measured
with reflection methods for the analysis of brain function. Although this work has focused on the absorption signal
associated with deoxygenation, due to its detailed mapping ability and good signal-to-noise ratio, Grinvald’s
group has also described other intrinsic signals related to increased blood flow, scattering effects directly related
to neural activation, and pulsation effects related to arterial function. These intrinsic optical signals can also be
measured using noninvasive diffuse optical topographic and tomographic imaging (DOT) methods that can be
applied to humans. Here we compare the reflection and DOTmethods and the evidence for each type of intrinsic
signal in these two domains, with particular attention to work that has been conducted in our laboratory. This
work reveals the refined two-way relationship that exists between vascular and neural phenomena in the brain:
arterial health is related to normal brain structure and function, both across individuals and across brain regions
within an individual, and neural function influences blood flow to specific cortical regions. DOT methods can
provide quantitative tools for investigating these relationships in normal human subjects. © 2017 Society of Photo-

Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.NPh.4.3.031208]
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1 Introduction: Imaging Light Reflection from
the Exposed Cortex

In this paper, we review some of the work conducted in our lab-
oratory on diffuse optical topographic and tomographic (DOT)
imaging methods, and in particular work related to the develop-
ment of noninvasive methodologies capitalizing on “intrinsic”
optical signals (i.e., signals that can be observed without the
introduction of external contrast agents) to study the bidirec-
tional relationships between vascular and brain function. This
work critically builds on the seminal research of Grinvald
et al.,1 who provided the first imaging method for studying
changes in the optical properties of the brain associated with
neural activity. The work presented in their 1986 paper was
based on the measurement of a signal associated with changes
in the oxygenation level of the blood perfusing active cortical
regions. In their work, Grinvald et al. used a preparation in
which a porthole was inserted in the skull of mammals (rats,
cats, and monkeys) to expose the occipital cortex (although the
dura was preserved to minimize movement of the brain surface
due to respiration and arterial pulsation). Using widespread illu-
mination and a CCD recording camera, they measured changes
in the reflection of light from the surface of the cortex with a
temporal resolution (TR) of a few hundred ms and a spatial res-
olution of ∼50 μm.2,3 This and subsequent work [Refs. 2–4; see
also Refs. 5–7] demonstrated that in fact a number of different
physiological signals, some of which are related to neural

function, are visible with this methodology. One of these signals
is the pulsation of blood in the arteries, which produces a char-
acteristic oscillatory activity, whose frequency is determined by
the heart rate. In the original work, in which the focus is to
reconstruct the functional architecture of the cortex, this phe-
nomenon is considered as noise and needs to be eliminated in
order to unmask the brain’s response. Most importantly, using
spectroscopic methods, three types of phenomena associated
with neural activity were observed in active brain regions.2–4

The most rapid of these phenomena is associated with a change
in the scattering of light from tissue (i.e., a broad spectral signal,
slightly decreasing with wavelength) that closely tracks the
period of visual stimulation. This signal is followed by a deox-
ygenation signal (with a spectral characteristic consistent with
an increase in the concentration of deoxy-hemoglobin and a
decrease in the concentration of oxy-hemoglobin), which is
already visible 500 ms poststimulus,6,7 and reaches its peak
within 3 to 4 s from the beginning of the visual stimulation.
Finally, a larger signal appears with an onset latency of 2 s and
a peak latency of ∼6 to 7 s, which indicates an increase in total
hemoglobin concentration (reflecting an increase in blood flow),
followed by a shift toward a higher oxygenation level. Whereas
the first two of these neural-related signals are clearly localized
to the parenchyma, the third of these signals originally appeared
to extend to the veins.2–4

Subsequent research, however, found conflicting evidence
regarding the possibility of reliably observing the early
deoxygenation signal (also known as the “initial dip”).5–7 In
addition, further research has indicated that the later signal,
related to an increase in blood flow to activated areas, with
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a subsequent shift to greater blood oxygen saturation, may in
fact possess both a high degree of spatial resolution and a rel-
atively high signal-to-noise ratio (SNR), making it the most
useful intrinsic signal for functional mapping of the brain.8–11

When measured with functional magnetic resonance imaging
(fMRI), this signal is known as the blood oxygen level-
dependent (BOLD) signal.

High-resolution spatial mapping based on intrinsic optical
signals has provided tremendous insights into the functional
organization of different cortical regions. For instance, current
understanding of the functional organization of the primary vis-
ual cortex in primates, such as the existence of color pinwheels,
etc.,5 largely depends on information obtained through intrinsic
optical imaging.

2 Imaging Light Diffusion in the Intact Human
Head

In parallel with this animal research and partly inspired by the
work of Grinvald et al., interest arose in the possibility of
conducting noninvasive imaging studies in humans. A large
part of this research is now conducted using fMRI methods uti-
lizing the BOLD signal commonly observed with T2*-weighted
MRI, which, as mentioned, is largely consistent with the late
increase in blood flow in active cortical regions reported by
Grinvald’s group. The optical counterpart of the BOLD signal
in humans relies on diffuse (rather than reflection) optical meth-
ods, which quantify light injected into and detected from the
scalp.

Diffuse optical imaging is an approach first proposed in the
late 1970s by Jobsis.12 This technique is based on the idea that
the main obstacle to image deep structures (such as the brain) in
highly scattering media (such as the human head) is the strong
reflection signal provided by the initial scattering episodes
occurring in the most superficial layers of the media (typically
in the first 5 mm, including the epidermis, derma, and superficial

bone layers). This signal is several orders of magnitude larger
than the light signal from deeper structures, which are therefore
rendered invisible. To reveal this signal, it is necessary to ignore
the photons that are backscattered to the surface because of these
initial scattering episodes. This is achieved by small points
of illumination, and by measuring the light exiting from the
medium at some distance from the source, after multiple scat-
tering episodes may have occurred deep in the tissue, as char-
acterized using the mathematics of diffusion processes (hence
the term diffuse optical imaging).13,14 These measures are sen-
sitive to optical phenomena occurring within volumes that have
approximately the shape of curved spindles, whose size and
position in the head are determined by the scalp location of
the relevant source and detector pair (optode) on the scalp, as
well as by the optical properties (scattering and absorption coef-
ficients) of the head tissues. Using multiple sources and detec-
tors, it is possible to reconstruct two-dimensional (diffuse
optical topography, e.g., Ref. 15) or three-dimensional (3-D)
maps (DOT, e.g., Ref. 16) of where the relevant optical phenom-
ena occur within the brain.

Figure 1 reports a schematic comparing the principles of
reflective and diffuse optical imaging. Compared to reflective
imaging, diffuse optical imaging has both advantages and disad-
vantages. The main advantage is the much greater penetration—
increasing from a few mm to several cm, making it possible to
measure noninvasively optical phenomena occurring in the
human brain. Another advantage is that, using an extended num-
ber of sources and detectors, the majority of the cortical mantle
can be imaged at the same time. The main disadvantage is the
substantial loss of spatial resolution, which is determined by the
multiple scattering episodes the photons go through before
reaching the detectors. Because of this, the spatial resolution
drops from 50 to 100 μm in reflective imaging1–3 to about 5
to 20 mm in diffuse optical imaging,14,18 with differences due
to the exact methodology employed.

Fig. 1 Schematic representation comparing (a) exposed-cortex reflection optical imaging methods with
(b) noninvasive diffuse optical imaging methods. The MR image of the monkey head presented in (a) is
obtained from Ref. 17.
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3 Signals Measurable with Diffuse Optical
Imaging

3.1 Oxygenation signal

Diffuse optical imaging methods have been employed for over
20 years. The first observation of a functional signal (an increase
in the absorption of light in the visual cortex attributable to an
increase in the concentration of oxy-hemoglobin and total
hemoglobin during a mental task associated with the difficulty
of the task) measurable in the human brain was obtained in
1993.19 This phenomenon appears to be closely related to the
large oxygenation signal observed by Malonek and Grinvald3,4

and the BOLD response observed with fMRI.20

The oxygenation signal is relatively easy to observe and has
been used extensively during the last 20 years as the main signal
in functional near-infrared spectroscopy (fNIRS; for a review,
see Ref. 21). This technology is commonly used to generate
images of brain activity with a spatial resolution of ∼2 cm,
and a TR of several seconds. fNIRS is a less expensive, more
portable, and more easily scalable technology than fMRI and
can be applied to practically all populations. For these reasons,
it is particularly useful for studying clinical and special popu-
lations that can be difficult to study with MRI, and/or in con-
ditions in which the cost of recording may be an issue (e.g.,
when very extended recordings are required) or when a portable
device is needed. fNIRS also allows for the relative and absolute
quantification of the two hemoglobin species, which is currently
not possible with fMRI. The main drawbacks of fNIRS are its
limited penetration (about 30 mm,14 common to all diffuse opti-
cal imaging methods), its limited spatial resolution relative to
fMRI and reflective optical imaging (2 cm when based on
the amount of light emitted by a source and reaching a detector),
and, in some cases, its sensitivity to movement artifacts.

3.2 Deoxygenation signal

To this date, demonstration with diffuse optical methods in
humans of a relatively rapid (500 ms latency) deoxygenation
signal (such as the one that is most commonly used for intrinsic
exposed-cortex optical imaging studies, e.g., Refs. 6 and 7) has
proven difficult. Some studies have indicated that the relatively
slow oxygenation signal described in the previous paragraph
may show different phases, but none of them appears to have
onset latency shorter than 2 s (e.g., Ref. 22). In contrast, research
in animals (such as song birds)23 has indicated the presence of
deoxygenation signals with relatively short latency and clearly
preceding the oxygenation response. It is not entirely clear why
animal recordings are more prone than human recordings to
show relatively rapid deoxygenation responses. One possibility
is that the deoxygenation response, being very localized, may be
less evident at the slow spatial resolution offered by fNIRS.
However, it should be noted that fMRI studies also have diffi-
culties revealing a rapid deoxygenation response, which should
appear as a “dip” in the BOLD response (but see the research
from Ugurbil’s group in Minnesota24); however, most fMRI
studies have too sparse a TR to be able to follow rapid changes
as those associated with the deoxygenation response.

3.3 Scattering signal

Our lab has contributed to this area by showing that another
functional signal, more directly related to neural activity,

can be obtained in active cortex. Specifically, in two papers pub-
lished in 1995, we found that small but measurable fast
optical signals (i.e., optical signals tracking neural activation
frequencies exceeding 1 Hz) could be recorded in the motor25

and visual26 cortex. Both tasks used contralateral control con-
ditions to demonstrate that the phenomena could be observed
only in the cortex contralateral to the stimulus or response
(i.e., a response was observed in the right hemisphere when
the left visual field, or the left hand, was involved in the task,
and vice versa). In fact, the visual stimulation study also used
a “top versus bottom” visual field stimulation contrast: in differ-
ent blocks, the stimulus—a vertical black and white grid
inverting every 500 ms—was presented either in the top left,
top right, bottom left, or bottom right quadrant of the visual
field. This led to predict that a neural response should be
observed in contralateral, inverted regions of the occipital cortex
(i.e., lower for upper visual field stimulation than for lower vis-
ual field stimulation). This spatial specificity demonstrated that
the observed phenomenon was locally generated and not related
to systemic effects. Further, the spatial specificity indicated that
movement artifacts were not likely to be the source of the
observed effects, because they would not generate effects local-
ized to the appropriate cortical regions. These original studies
were replicated in subsequent studies, all including the contra-
lateral–ipsilateral contrasts (Refs. 18, 27, and 28 for visual cor-
tex, and Ref. 29 for motor cortex), and extended to different
cortical regions (first reports: auditory cortex in Ref. 30; soma-
tosensory cortex in Ref. 31; frontal and parietal cortex in
Refs. 32–34). This and subsequent work from our group indi-
cated that the fast optical signal (or event-related optical signal,
EROS) occurs with a very short-latency from stimulation, sim-
ilar to that of electrically evoked potentials (see Refs. 35 and 36
for reviews). Several other labs have reported results that are
consistent with these observations.37–49 One lab has reported
inability to record fast optical responses in humans, but their
methods (including lack of summary statistics conducted across
subjects) differed markedly from those used by our group.50

In addition to its temporal characteristics, the fast optical sig-
nal has spectral characteristics that are consistent with a scatter-
ing but not a deoxygenation origin (such as similar effects at
either side of the hemoglobin isobestic point).46,51 As such,
this signal appears to correspond closely to the scattering signal
described by the Grinvald group.2–4 In fact, work conducted in
animals with implanted optical instruments based on back-scat-
tering methods indicated that it is possible to retrieve scattering
signals from the cortex52 and hippocampus53 with similar tem-
poral properties (see also Ref. 54). However, Radhakrishnan
et al.55 reported an inability to observe a fast optical signal dur-
ing visual stimulation from the occipital cortex of a monkey.
This finding is somewhat puzzling given the rest of the evidence
collected in the last 30 years but may perhaps be attributed to the
particular methods used in that study (use of a diffuse optical
approach but with sources and detectors located very close to
the cortical surface, leading to maximum sensitivity for the
region underneath the cortex, rather than the cortex itself,
which in the visual cortex is particularly thin—2 mm or less).

The fast optical signal is typically attributed to a reduction in
scattering due to the slight swelling of neurons that occur when
they are depolarized.54 This has been demonstrated in isolated
neurons56 and neural fibers;57 further demonstration of a change
in scattering during neural activity has been reported with opti-
cal coherence tomography.58 Finally, Lee and Kim59 developed
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a biophysical model of how the movement of water associated
with membrane depolarization might result in neuronal swelling
and consequent scattering changes.

The TR of the fast signal is mostly limited by the sampling
rate used in the recording. For instance, when the human cortex
is stimulated via transcranial magnetic stimulation (TMS), the
fast signal is recorded starting at the very first recording time
point (latency: 8 ms) after the TMS pulse is applied.60 Also,
this same study and follow-up work61 show that the fast optical
signal can be used to investigate the propagation of this initial
local activation to other cortical regions, with a latency consis-
tent with the presumed transmission time among cortical
regions. Thus, the fast optical signal can be used to track the
sequential activation of brain regions. This finding is consistent
with the close association between the latency of electrically
evoked potentials and of fast optical signals.27

The spatial resolution of fast optical signals is related to the
methods used for its measurement. Most published work on fast
optical imaging (FOI), such as that coming from our lab
(reviewed in Ref. 36) and that of Penney’s lab,42,43 is based
on the high-density recording of measures of changes of photon
delay during the migration process [obtained with frequency-
domain (FD) instrumentation]. Analysis of the relative inde-
pendence of observations at nearby spatial locations suggests
that these measures may reach a spatial resolution of 5 to
10 mm.18 In contrast, measures obtained using light intensity
estimates [such as those that can be obtained with continu-
ous-wave (CW) equipment] provide a spatial resolution of
only 2 cm, similar to the fNIRS measures (e.g., Refs. 41, 45, and

62). The combination of spatial and TR offered by the fast sig-
nal, compared to that offered by other technologies, such as
fMRI, electroncephalography (EEG), event-related brain poten-
tials (ERPs) and magnetoencephalography (MEG), makes it an
interesting methodology for studying the dynamics of brain acti-
vation and of functional connectivity across brain regions, with
the added advantage of being compatible for concurrent record-
ing with these methods for comparison and integration pur-
poses. Its main limitations are (a) the limited penetration
(as for all diffuse optical imaging methods) and (b) its low
SNR—requiring the averaging of a large number of trials (>50)
to obtain measurable responses.

Examples of the spatial distributions and time courses of the
fNIRS and fast optical (EROS) signals elicited by visual stimu-
lation are presented in Fig. 2 (data from Ref. 63). The paradigm
employed in this study involved periods of visual stimulation
lasting ∼20 s, obtained by reversing a full field, black-and-
white vertical grid pattern at frequencies varying between 1
and 8 Hz, in 19 young adults. The fNIRS analyses show a
slow, sustained response encompassing most of the stimulation
period, and characterized by an increase in oxy-hemoglobin
concentration and a reduction in deoxy-hemoglobin concentra-
tion (both consistent with an increase in blood flow), beginning
at about 4 s after the onset of the stimulation period. The
response was visible in both striate cortex (BA 17, indicated
by the green borders in the figure) and extrastriate cortex
(BA 18 and BA 19; lateral to the striate cortex borders). In con-
trast, the fast optical response (an increase in photon delay indi-
cating a greater penetration of light into tissue consistent with

Fig. 2 (a) Maps and (b) time course of the fNIRS hemodynamic response (measured as a change in the
concentration of oxy- and deoxy-hemoglobin in occipital regions) during repeated visual stimulation in 19
young adults. (c) Maps and (d) time course of the fast optical signal (EROS—measured as a change in
the delay of near-infrared photons migrating through occipital regions) during repeated visual stimulation
measured concurrently with the fNIRS response in the same subjects. For the EROS activity, the two
maps refer to two different latencies (80 and 192 ms) from the individual stimulus onset (grid reversals).
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a reduction in light scattering) had a very fast onset (80 ms) in
striate cortex and a relatively slower onset (192 ms) in extras-
triate cortex. Note that the EROS activity identifies two separate
responses (occurring at different locations and different laten-
cies) to the visual stimulation. These two responses could not
be separated with the fNIRS measurements. Table 1 reports a
list of milestone papers in human FOI research. Table 2 presents
a comparison of animal and human techniques for measuring
intrinsic functional signals from the brain.

The fast optical signal has great potential as a research tool
for measuring in parallel the time course of neural activity in
different cortical regions. This may provide information
about the order of activation of these regions. It can also provide
important information about functional connectivity, and, when
paired with localized stimulation methods, such as TMS, it may
also provide useful information about effective connectivity (i.
e., causal links between the activities in different regions). This
may potentially be of significant utility for developing full brain
models of psychological function. Because of its very minimal
invasivity, it can be used in many populations, including preterm
and at-term infants, making it possible to study functional sig-
nals across a wide variety of age ranges.

The vast majority of fast signal studies have used photon
delay as the method for revealing changes in infrared light scat-
tering that occur with neural activity. Photon delay measures
have some advantages over intensity measures (greater penetra-
tion and higher spatial resolution), which can be particularly
important for obtaining measures of neural activity from the
brain with a combination of high spatial and TR. However,
some labs (e.g., Refs. 36–40 and 44) have shown that intensity

measures may also be used to record fast signals. The main ad-
vantage of intensity measures is that they can be obtained with
CW instruments, which are cheaper and more widely
available than the FD instruments required for photon delay
measures. However, intensity measures are likely to provide
reduced spatial resolution relative to photon delay measures.
In any case, to obtain high spatial resolution, it is very helpful
to use high-density recordings (i.e., recordings with more
than one channel every 4 to 5 cm2). This requires large instru-
ments (capable of recording from several hundred channels),
unless only small areas of the brain are investigated (“patch”
recordings).

4 Optical Pulse Signal: from Blood Vessels to
Brain

The pulsation of arteries in the head generates an oscillatory sig-
nal whose carrier frequency is determined by the heart rate (see
Fig. 3). In most functional optical brain imaging studies, this
signal (which is quite large—up to orders of magnitude larger
than the oxygenation and fast signals) is considered a nuisance
variable and eliminated with appropriate procedures (e.g.,
Ref. 65). However, we64 have recently shown that the optical
pulsation signal, or pulse-DOT (if measured using a sampling
rate exceeding 20 Hz), in fact provides very useful data
about the state of cerebral arteries. First, consistent with its
arterial origin, the signal is oxygen-saturated >95%. Second,
the amplitude of pulse oscillations (which is related to the actual
volume change during a pulsation) is larger when the measures
are taken over large arteries running along the surface of the
cortex (such as tracts of the anterior, middle, and posterior cer-
ebral arteries). The amplitude of the oscillations is related
(across subjects) to pulse pressure (i.e., the difference between
systolic and diastolic systemic blood pressure measured at the
forearm) and can therefore be considered as an index of pulse
pressure in the brain. Third, the timing of the systolic peak (and
in particular, the difference in timing between the systolic peaks
at different points along a cerebral artery) can be used to mea-
sure pulse wave velocity (i.e., the speed of propagation of the
arterial pulse along an artery) inside the brain. Fourth, measures
of the shape of the pulse (which we have labeled “arterial com-
pliance” or “pulse relaxation function”) can be used to study the

Table 1 Milestone papers on FOS.

First demonstration of FOS in
visual cortex

Gratton et al.,
Psychophysiology, 1995

First demonstration of FOS in
motor cortex

Gratton et al., J. Cognitive
Neuroscience, 1995

First demonstration of FOS in
auditory cortex

Rinne et al.,NeuroImage, 1999

First demonstration of FOS in
somatosensory cortex

Franceschini and Boas,
NeuroImage, 2004

First demonstration of FOS in
secondary cortices

Low et al., Psychophysiology,
2006

First demonstration of
oscillatory FOS

Tse et al., Biological
Psychology, 2010

First full head recording of FOS Tse et al., J. Cognitive
Neuroscience, 2012

First FOS long-distance lagged
cross-correlations

Baniqued et al., J. Cognitive
Neuroscience, 2013

First concurrent recording of
FOS and EEG/ERPs

Gratton et al., NeuroImage,
1997

First concurrent recording of
FOS and fMRI

Toronov et al., Proc. SPIE,
2005

First concurrent use of FOS
and TMS

Parks et al., NeuroImage, 2012

Table 2 Comparison of human and animal intrinsic functional optical
imaging.

Feature
Animal:

hemodynamic
Human:

fast signal
Human:
fNIRS

Penetration 1 to 5 mm 20 to 30 mm 20 to 30 mm

Best spatial
resolution

50 to 100 μm 5 to 10 mm 10 to 20 mm

Best TR 1 ms 8 ms 5 s

SNR High Low Medium

Invasitivity High Low Low

Portability Good to low Good Good

Compatibility with
concurrent electrical
and MR recordings

Good to Low Good Good
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way in which arteries relax after a systole. Using the Windkessel
model (named from a word that means “air chamber” in German
and describing the shape of the arterial pulse pressure waveform
as a result of the interaction of stroke volume and compliance of
the large, elastic arteries) and other biophysical models of
arterial function, these measures can be used to study the elas-
ticity of the arterial walls (or lack thereof; i.e., arterial stiffness
or arteriosclerosis). Thus, mapping parameters of the arterial
pulse from different brain locations can be used for mapping
stiffness of the cerebral arteries, with higher pulse amplitude,
lower pulse relaxation function, and faster transit times indicat-
ing less elastic cerebral arteries.

We applied this approach to study the correlates of arterial
health in a large sample of normally aging healthy adults
(age range ¼ 55 to 87), none of whom had any history of stroke
or other major health problems.64 In this sample, as predicted,
pulse amplitude was positively correlated with age; the pulse
relaxation function was instead positively correlated with mea-
sures of cardiorespiratory fitness (CRF) (see Fig. 4), but also
with measures of cortical volume, white matter volume, and
total cortical volume, indicating that more elastic arteries are

associated with more preserved brain tissue in aging. Pulse
wave velocity (or transit time) in the left middle cerebral artery,
feeding Broca’s area, was correlated with preservation of verbal
fluency, whereas pulse wave velocity in the precentral artery
feeding dorsolateral prefrontal cortex bilaterally was correlated
with operational working memory span (with a double-dissoci-
ation between these two cognitive measures).

In a subsequent study performed in a separate independent
sample,66 we replicated these findings and extended them to a
wider age range (18 to 75 years). Further analyses of these data67

also showed that 3-D reconstruction of the pulse data yielded
improvements in the reliability of the pulse parameter (r > 0.98

for both pulse amplitude and pulse relaxation function), and
demonstrated that the relationship between pulse relaxation
function and cortical volume emerges after age 48, and is spe-
cific to each particular brain region. In other words, for each
brain region, the extent of brain tissue atrophy is related to
the stiffness of the arteries in that region (both across and within
subjects). In addition, arterial stiffness is correlated with white
matter damage, as indicated by MRI measures (structural and
diffusion tensor imaging). This is consistent with the idea

Fig. 3 (a) Typical pulse wave as measured at the carotid by ultrasound Doppler. (b) Pulse wave mea-
sured optically as a change in the intensity of the AC light moving between a source and a detector
located on the surface of the head. The peak of the systole corresponds to a minimum (and the
peak of the diastole to a maximum) in the amount of light detected after traveling through the tissue.
(c) Schematic depiction of changes in arterial diameter and oxy-hemoglobin content during a pulse
cycle, causing the changes in light intensity shown in (b), as more light is absorbed during the systole.
(d) Spatially filtered images of the pulse in the brain overtime averaged across participants, emphasizing
the largest arteries. Images are based on changes from the diastolic peak value (on average 153 ms after
onset of the EKG R-wave). The systolic peak (on average 409 ms after R-wave onset) shows the maxi-
mum change with respect to the diastolic peak value. At this point, the large arteries are most visible.
(e) Distribution of the sources (in yellow) and detectors (in red) used for data collection over the MR-
rendered scalp of a representative participants. Other digitized locations used for coregistration with
the structural MRI recordings are shown in green. FL = front left. Figure reprinted from Ref. 64 with per-
mission from the publisher (Wiley).
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that measures of arterial stiffness obtained with optical methods
are sensitive to small brain vessels disease, a possible precursor
of vascular dementia.68

In a separate study based on our original 55- to 87-year-old
sample,69 we also investigated whether pulse-DOT parameters
were sensitive to cerebral vasodilation and vasoconstriction
manipulations. Vasodilation should generate a reduction in
peripheral resistance, and as such it should also be associated
with a reduction of pulse amplitude in the brain. This drop
may be more evident for the arteries feeding the cortical region
in which the vasodilation occurs. We used two forms of manipu-
lation designed to generate cerebral vasodilation: breath-hold-
ing, to generate hypercapnia and global cerebral vasodilation,
and a cognitive visual working memory task, designed to gen-
erate vasodilation in the visual cortex and fronto-parietal regions
associated with working memory function. The results of the
study showed that both manipulations produced changes in
pulse amplitude. These changes appeared to be related to
regions of the brain in which vasodilation occurred, being
more generalized in the breath-holding task, and more specific
for task-related cortical regions during the working memory
task.

5 Neurovascular Coupling: from Brain to
Blood Vessels

An important issue in brain imaging is the link that exists
between neural activity and vascular function (i.e., neurovascu-
lar coupling, investigated extensively by the Grinvald group,
see, for example, Ref. 70), and in particular the shape of the
relationship between the amount of neural activity in a particular
cortical region and the amount of increase in oxygenation (or
BOLD response) occurring in the same area. This relationship
is important because, in many cases, we use measures related to
the oxygenation response (such as the amplitude of the BOLD
fMRI response or of the fNIRS activity) to infer the existence of
neural activity, not only in qualitative but often in quantitative
terms. This is particularly critical when using linear decompo-
sition techniques, such as the general linear model, to decom-
pose the hemodynamic signal into different subcomponents. In
this case, linearity of the relationship between neural activity
and vascular response needs to be assumed.

Several studies have analyzed the shape of this relationship
and the majority of them are based on conditions in which the

stimulus is parametrically varied. For instance Fox and
Raichle71 measured the amplitude of the hemodynamic response
(in that case measured using O15-PET) under conditions in
which visual stimulation frequency was parametrically varied.
They reported a linear relationship between stimulus frequency
and the amplitude of the hemodynamic response—an observa-
tion that had a critical role in the development of subtraction
methods for the analysis of neuroimaging data. It should be
noted, however, that in this study there was no direct measure
of neural activity. It was assumed that this activity should
increase linearly with the frequency of stimulation—but there
was no verification of this assumption. During the last 30
years, other studies have investigated the assumption of linearity
of neurovascular coupling (e.g., Refs. 72 and 73), and several of
them have added measures of neural function to the hemo-
dynamic measures (such as the Ref. 72). In the vast majority of
these papers, the measures of neural function are obtained using
electrophysiological recordings (EEG/ERPs, e.g., Refs. 72 and
74). Although informative, these studies have the problem that
the measures of neural and vascular function may be spatially
nonoverlapping—that is, they may not refer to the same cortical
region.

Diffuse optical imaging methods provide a very interesting
opportunity for studying neurovascular coupling: they can
simultaneously provide measures of neural activity (through the
fast signal) and measures of hemodynamic function (the oxy-
genation response using fNIRS methods). Not only can these
measures be obtained at the same time, but they can also be
obtained from the same space (i.e., through the same sets of
sources and detectors, measuring photons moving through the
same cortical regions). fNIRS measures are somewhat quantita-
tive in nature, as they provide estimates of the changes in con-
centration of oxy- or deoxy-hemoglobin in a particular region.
Unfortunately, the most-commonly used procedures for measur-
ing the fast signal (measures of phase delay) are not similarly
quantitative, nor it is clear what a quantitative measure of neural
activity should exactly be. For this reason, it may be useful
to also obtain estimates of neural activity obtained with other
methods, such as ERPs, to determine the generalizability of
the conclusions.

Therefore in two separate experiments (a smaller one, based
on eight young adults75 and a larger one based on a large sample
comprising younger and older adults varying in CRF),63 we

Fig. 4 Maps of the arterial pulse relaxation function obtained with diffuse optical imaging methods in four
healthy adults varying in age and CRF. Figure reprinted from Ref. 64 with permission from the publisher
(Wiley).
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estimated the shape of the neurovascular coupling function com-
paring the amplitudes of the neural and vascular responses to
visual stimulations of varying frequency in primary visual cor-
tex. In both cases, the results obtained with the fast optical
response and with the ERP measures were very similar. Both
showed a response that attenuated approximately linearly
with the logarithm of the visual stimulation frequency (also
the latencies of the initial responses were consistent across
the two techniques, peaking at ∼80 to 100 ms—although the
ERP responses showed several subsequent peaks at longer laten-
cies, presumably indicating the recruitment of extrastriate cort-
ical areas).

In both studies, the hemodynamic response measured with
fNIRS methods appeared to increase slightly from the lowest
to the highest frequencies of stimulation; this is consistent
with previous work, such as the Fox and Raichle’s paper.71

In the second larger study, the experiment was repeated twice
with the same participants, with ERPs, the fast optical signal
and fNIRS recorded concurrently, and with BOLD fMRI
obtained in a separate session, and showing effects similar to
the fNIRS measures.

Although these studies showed different effects as a function
of increases in stimulation frequency for the neuronal measures
(a reduction) and hemodynamic measures (an increase), this per
se does not invalidate the idea that hemodynamic phenomena
are directly related to neural activity. In fact, given the relatively
high stimulation frequency used in the study (from 1 up to 8 Hz),
the individual hemodynamic responses generated by each stimu-
lus presentation should be expected, because of their very slow
time course, to summate. We should therefore expect that, if lin-
earity holds, the hemodynamic response should be proportional
to the integration overtime of the neural response.

In fact, in both studies the relationship between the integrated
neuronal activity and hemodynamic (fNIRS) responses
appeared to be somewhat nonlinear, with some evidence of sat-
uration for higher stimulation frequency conditions. In the first
study, based on a small sample size, this departure from linear-
ity, however, was not significant, probably because of very large
confidence intervals. In the second study, however, with a much
larger sample size, the relationship was clearly nonlinear. A
much better fit was obtained when a root square relationship
between the neural and the hemodynamic responses was used.

The larger age and CRF ranges used in the second study also
allowed us to determine whether these variables impact the neu-
rovascular coupling function. In fact, the data suggested that
younger and highly fit older adults have relatively similar neuro-
vascular coupling functions. However, low-fit older adults had a
markedly reduced slope of the neurovascular coupling function
(but a similarly shaped function to other two groups). These
data suggest that low levels of CRF may reduce the ability
of older adults to vasodilate as a function of the same amount
of neural activity. This result is consistent with the observation
that poor CRF may be associated with reduced vascular reactiv-
ity (e.g., Ref. 76).

6 Conclusions
The work of Grinvald, and in particular the development of
intrinsic optical methods for studying neural and cerebro-
vascular function, has greatly influenced the field of brain im-
aging. Here, we have reviewed examples of this influence in the
area of diffuse optical imaging and in our own work in humans.
This work spans areas such as functional brain imaging,

cognitive neuroscience, functional connectivity, influence of
arterial health on cortical structure and function, and neurovas-
cular coupling. All these areas profit from the recognition that
intrinsic changes in optical properties can be used to retrieve
signals related to neuronal and hemodynamic function, all
areas for which Grinvald has made crucial and long-lasting
contributions.
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